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Triplets of embedded orthosymplectic Lie superalgebras are singled out and analyzed in terms 
of their respective even and odd root systems. The corresponding chains of embeddings are 
considered for arbitrary integers m and n (for both m =f nand m = n). It is shown that the 
second member inside each triplet is always in a one-to-one correspondence with the semidirect 
sum of the third member and the associated Heisenberg superalgebra that is characterized by 
the same entries m and n. For arbitrary m = n, invarlance superalgebras ofthe n-dimensional 
harmonic oscillator are recovered and their one-to-one correspondence associated with a recent 
"character reversal" phenomenon linking these invariance superstructures is rigorously 
explained. Specific and general cases as well as conclusions are presented. 

I. INTRODUCTION 

During the 1970's supersymmetryl,2 in elementary par­
ticle physics motivated the development of a theory of grad­
ed Lie algebras whose properties and characteristics are now 
well known,3,4 and which are now usually referred to as Lie 
superalgebras. Subsequently, supersymmetric quantum me­
chanics was initiated by Witten5 in the 1980's and developed 
by many authors,6-9 with the harmonic oscillator in n arbi­
trary spatial dimensions being treated as one of its funda­
mental applications. The study of this application has led to 
the investigation of the in variance Lie superalgebras of the 
harmonic oscillator, which belong mainly to the orthosym­
plectic series osp(p/q) [or to B(r/s), C(s), and D(r/s) in 
Kac's notation3]. Such simple Lie superalgebras6,7 have also 
been extended to certain nonsimple Lie superalgebras, which 
are called the "maximal" or "largest" in variance superalge­
bras 10-12 for the quantum harmonic oscillator. Indeed, for an 
n-dimensional harmonic oscillator, de Crombrugghe and 
Rittenberg7 first showed that osp(2n/2n) was the invar­
iance superalgebra, while Beckers and Hussin 10 demonstrat­
ed the role of the semidirect sum osp(2n/2n) El-sh(2n/2n). 
The inclusion 

[osp (2n/2n) El-sh (2n/2n) ] :J osp (2n/2n) ( 1.1 ) 

enabled these latter authors lO to point out the major role 
played by the generators of the nonsimple Heisenberg super­
algebra sh (2n/2n), which is generated by 2n + 2n ( + 1) 
operators [where the ( + 1) refers to the identity generator 
whose role is rather different from the others], Indeed, 
Beckers and Hussin have shown that all the orthosymplectic 
generators are defined in terms of bilinear products of the 
Heisenberg ones. This largest superalgebra osp(2n/ 
2n)El-sh(2n/2n) has the advantage that it contains 1 1,12 kine­
matical13 as well as dynamical14,15 (super) symmetries, so 
that it was recognized as the largest spectrum generating 
superalgebra of the n-dimensional harmonic oscillator tak­
ing into account its "conformal" 13,16 as well as its "super­
conformal" 9 properties. 

Nearly simultaneously with the above contribution, 12 
Englefield l7 proposed a new invariance superalgebra for the 
n-dimensional harmonic oscillator, namely the (simple) 
orthosymplectic superalgebra osp (3/2n), which he demon­
strated appears as a generalization of the developments of 
Van der Jeugtl8 concerning the superalgebra osp(3/2). The 
astonishing feature that becomes apparent when one com­
pares osp(3/2n) with osp(2n/2n)El-sh(2n/2n), as well as 
with osp(2n/2n), is that osp(3/2n) has a specific and natu­
ral so (3) content that seems difficult to explain from the 
so(2n) content of the other superstructures/or arbitrary n. 
(For example this is impossible for n = l!). Nevertheless, 
Beckers, Dehin, and Hussin l9 have observed that the inter­
change of the even and odd characters of the nontrivial gen­
erators belonging to the Heisenberg superalgebra links in a 
"unique" way some of the above superalgebras and subalge­
bras. 

Recalling that the dimension of the orthosymplectic su­
peralgebra osp(m/n) is given by 

d = H (m + n)2 + n - m], ( 1.2) 

we notice that, from a dimensional point of view, we have the 
strict inclusion (for n =f 1) 

[osp (2',l/2n) El-sh (2n/2n) ] :J osp (3/2n), ( 1.3 ) 

as well as the possible identification (for n = 1) 

osp(2/2) El-sh(2/2 )_osp( 3/2). (1.4) 

With such starting elements, Beckers et al. 19 then studied the 
generalization of ( 1.4) to n arbitrary dimensions, i.e., to the 
correspondences 

osp (2/2n ) El-sh ( 2/2n ) -osp ( 3/2n ) . (1.5 ) 

In order to be complete, it should be mentioned that a Hei­
senberg superalgebra sh(2m/2n) has the dimension 

d = 2m + 2n ( + 1), ( 1. 6) 

where again the unity ( + 1) refers to the identity operator 
of the central extension included in all the Heisenberg alge-
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bras, this extra ( + 1) term being not included in the dimen­
sions for the correspondences (1.4) and (1. 5). 

The "character reversal" phenomenon observed by 
Beckers et al. 19 has now been rigorously explained20 in the 
simplest case, i.e., for the correspondence (1.4) associated 
with the invariance superalgebras of the one-dimensional 
quantum harmonic oscillator. This analysis can be extended 
to the case of arbitrary n, for which the associated correspon­
dences are those of (1. 5 ), so that certain remarkable new 
properties of superalgebras become apparent. 

The purpose of the present paper is not merely to pres­
ent these arguments and results, but to go appreciably 
further. We shall show (entirely within the framework of Lie 
superalgebra theory) that the character reversal phenome­
non also works for the set of correspondences 

[osp(2n/2n)Et-sh(2n,2n) ]+-+Osp(2n + 1/2n) (1.7) 

[which generalize (1.5)]. and also for all the sets of corre­
spondences 

osp(2m/2n) Et-sh(2m.2n)+-+osp(2m + 1/2n) (1.8) 

where m and n are arbitrary positive integers. Clearly. (1.8) 
reduces to (1.5) in the case m = 1, (1.8) reduces to (1. 7) for 
m = n. and (1.7) reduces to (1.4) for the special case 
m = n = 1. Consequently our intention here is to concen­
trate on the last set of correspondences (1.8) for arbitrary 
positive integers m and n. In investigating these we are led to 
remarkable chains of orthosymplectic Lie superalgebras 
that are not only of physical interest, but which also possess 
some distinctive and characteristic properties of their subal­
gebra contents that we believe to be new. In our study20 of 
the correspondence (1.4) we have already pointed out the 
interesting chain: 

osp(3/4) :Josp(3/2) :Josp(2/2). ( 1.9) 

In the general situation corresponding to (1.8) we will be 
interested in the following chains: 

osp(2m + 1/2n + 2) :Josp(2m + 1/2n) 

:Josp(2m/2n). ( 1.10) 

The contents of this paper are accordingly arranged as 
follows. In Sec. II we shall establish the notations and con­
ventions we are using together with some of the basic proper­
ties of the orthosymplectic Lie superalgebras. The emphasis 
is put particularly on the systems of even and odd roots in 
terms of the simple ones. In Sec. III the chains (1.10) are 
characterized and two propositions are established by point­
ing out the particularly important role of the complement of 
osp(2m/2n) in osp(2m + 1/2n). Section IV deals with the 
embedding of the Heisenberg superalgebra sh (2m/2n) in 
osp(2m + 1/2n + 2) as well as with the properties of such 
an embedding. Two more propositions are stated and are 
shown to be sufficient in order to give a complete proof of the 
character reversal phenomenon already mentioned for the 
invariance superalgebras of the harmonic oscillator. Finally 
Sec. V is devoted to some comments and conclusions. 

As quantum physics is involved in all these applications 
of these superstructures, we shall choose our units in this 
present paper to be such that -Ii = 1. and consider harmonic 
oscillators with mass m = 1, but with angular frequency liJ. 
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These conventions will evidently have consequences in the 
structure relations displayed in the following sections. 

II. BASIC PROPERTIES OF THE ORTHOSYMPLECTIC 
LIE SUPERALGEBRAS 

Before demonstrating the various subalgebra embed­
dings mentioned in Sec. I, it is necessary to establish the 
notations and conventions that will be used. 21 Suppose that p 
and q are any two positive integers, and consider a 
(p + q) X (p + q) matrix M with complex entries and with 
the partitioning 

M= [~ ~]. 
where A. B. C. and Dare submatrices with dimensions p Xp. 
pXq. qXp, and qXq. respectively. As usual, if B = 0 and 
C = 0, then M is said to be even and to have degree O. where­
as if A = 0 and D = O. then M is said to be odd and to have 
degree 1. The set of all complex linear combinations of these 
matrices form the complex associative superalgebra M(p/ 
q;<C). Frequent use will be made of the (p + q) X (p + q) 
matrices ekl that are defined by 

(ekl) ij = {jki{jlj (for i.j.k,l = 1.2 ..... p + q). (2.1) 

The complex orthosymplectic Lie superalgebra osp(p/ 
q) is obtained by considering matrices of the set M(p/q;<C) 
with p> 1 and with q positive and even. Let K be the member 
of M(p/q;<C) which is such that 

~J. (2.2) 

where Gp = Ip (the pXp unit matrix) and Jq is the qXq 
matrix 

J = [ 0 
q - l(l/2)q 

~(I/2)q ]. (2.3 ) 

Such a matrix K will play the role of a metric so that the 
subset of matrices M of M(p/q;<C) that satisfy the condition 

MstK + (- l)degMKM = 0 (2.4) 

form the complex orthosymplectic Lie superalgebra osp(p/ 
q). Here M st indicates the supertranspose of M 

M= [
AI 

B' 
C'] 

D' • 
and deg M denotes the degree of M. The even elements of 
osp(p/q) are therefore of the form 

M=[~ ~]. 
and so satisfy the constraint A'G + GA = 0 (which, with 
G = Ip, reduces to AI + A = 0), together with the con­
straint D' J + JD = O. Similarly the odd elements of osp(p/ 
q) are of the form 

M= [~ :], 

and so satisfy the constraint BIG = JC. The dimensions of 
the even and odd parts of osp(p/q) are 
Iffl(p - 1) + ~q(q + 1) and pq, respectively. 
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In the following analysis instead of taking Gp = Ip it 
will be convenient to take for Gp either 

Gp = [; ~] (2.5) 

ifp( = 2r) is even, or 

G,~[~ : :J (2.6) 

if p( = 2r + 1) is odd, which merely corresponds to apply­
ing to the matrices M of M(p/q;C) a transformation ofthe 
type M-+SMS t with an appropriate (p + q) X (p + q) ma­
trix S. The resulting matrices form a complex Lie superalge­
bra that is isomorphic to osp(p/q), and which will be de­
noted by the same set of symbols. 

The Lie superalgebras osp(p/q) are all simple. In the 
notation of Kac3 osp(2r + 1/2s) is denoted by B(r/s) ( for 
r>O and s> 1), osp(2/2s - 2) is denoted by C(s) (for s>2), 
and osp(2r/2s) is denoted by D(r/s) (for r>2 and s> 1). 

The structure of B(r/s) [ = osp(2r + 1/2s)] will now 
be described in some detail for the case in which r> 1 and 
s> 1, which is the situation of main interest in the applica­
tions of this paper. (Of course most of the properties that will 
be mentioned here, including the explicit expressions for the 
roots, have appeared previously in the papers listed in Ref. 
3.) The dimensions of the even and odd parts of osp(2r + 1/ 
2s) are r(2r + 1) + s(2s + 1) and 2s(2r + 1), respectively. 
The even subalgebra of osp( 2r + 1/2s) is Cs ffi B r' and the 
rank of I of osp(2r + 1/2s) is given by 1= r + s. A conven­
ient basis of the Cartan subalgebraKs of B(r/s) is provided 
by 

hj
l 

= ej + 2r + IJ+2r+ I - ej + 2r + s+ IJ+2r+s+ I' 

j = 1,2, ... ,s (2.7) 

(which provides a basis for the Cartan subalgebra KOI of 
Cs ), and 

h/ = ejJ - ej + rJ+ r' j = 1,2, ... ,r (2.8) 

(which provides a basis for the Cartan subalgebra Ko20f 
B r)' Two useful sets of linear functionals Ell, E21 , ... ,Es I and 
E12, E2 2, ••• ,Er 2 on Ks are defined by 

E I(h) = JP' {~. 
p 0, 

for p = 1,2, ... ,s, and 

E 2(h) = JP' {~. p 0, 

ifh = h/, 

ifheKo
2, 

ifh = h/, 

ifheKo
l
, 

forj = 1,2, ... ,s, 

forj = 1,2, ... ,r, 

(2.9) 

(2.10) 

for p = 1,2, ... ,r. As the Killing form B( , ) of B(r/s) is non­
degenerate, for each linear functional a on Ks there exists a 
uniqueelementha of Ks that is defined by B(ha,h) = a(h) 
for all h of Ks. For the above linear functionals this implies 
that 

ha = - [1/(2r-2s-1)]h/, for a=E/ 

(p = 1,2, ... ,s), (2.11a) 

and 
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ha = [1/(2r - 2s - 1) ]hp 2 for a = Ep 2 (p = 1,2, ... ,r). 
(2.11b) 

The superalgebra B(r/s) has 2(r +~) even roots, 
which fall into eight classes. In the list of those that follows a 
realization of a basis element ea of the corresponding one­
dimensional root subspace ll'sa is provided for each root a: 

(1) a = Ep I - Eq I for p,q = 1,2, ... ,s (p=!=q), 

for which ea = e2r + I + p.2r+ I + q 

- e2r + I +s+q,2r+ 1 +s+p; 

(2) a = Ep 1+ Eq I for p,q = I,2, ... ,s (p<.q), 

+ e2r + I +q,2r+ I +s+p; 

(3) a = - (Ep 1 + Eq I) for p,q = 1,2, ... ,s (p<.q), 

for which ea = e2r + I + s + p,2r+ I + q 

+ e2r + I + s + q,2r + I + p ; 

(4) a = Ep 2 - Eq 2 for p,q = 1,2, ... ,r (p=!=q) 

for which ea = ep,q - eq+ r,p+ r; 

(5) a = Ep 2 + E/ forp,q = I,2, ... ,r (p<q), 

(2.12) 

for which ea = ep,q + r - eq,p + r; 

(6) a= _(Ep2+Eq2) forp,q=I,2, ... ,r(p<q), 

for which ea = ep + r,q - eq + r,p; 

(7) a = Ep 2 for p = 1,2, ... ,r, 

for which ea = ep•2r + I - e2r + I,p+ r; 

(8) a = - Ep 2 for p = I,2, ... ,r, 

for which ea = ep+ r,2r+ I - e2r + I,p' 

The first three classes are extensions of roots of Cs , and the 
last five are extensions of roots of B r' If s = 1 the set (1) is 
empty, as are the sets (4), (5), and (6) if r = 1. 

B(r/s) also has 2s(2r + 1) odd roots, which fall into six 
classes. In the list of those that follows a realization of a basis 
element ea of the corresponding I-dimensional root sub­
space ll'sa is again provided for each root a: 

(1) a = Eq I for q = I,2, ... ,s, 

for which ea = e2r + 1,2r+ 1 + s+ q 

- e2r + I +q,2r+ 1; 

(2) a = - Eq I for q = 1,2, ... ,s, 

for which ea = e2r + 1,2r + I + q 

+ e2r + I + s + q,2r + I ; 

(3) a = Ep 1+ Eq 2 for p = I,2, ... ,r, and q = I,2, ... ,s, 

for which ea =ep,2r+l+s+q -e2r + l + q,r+p; 

(4) a = - (Ep 1+ Eq 2) for p = 1,2, ... ,r, 
(2.13 ) 

and q = 1,2, ... ,s, 

forwhich ea =ep+ r,2r+l+q +e2r+l+s+q,p; 

(5) a = Ep 1_ Eq 2 for p = 1,2, ... ,r, and q = 1,2, ... ,s. 

for which ea = ep+ r,2r+ I + s+ q - e2r + I + q,p; 
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(6) a = - (Ep 1_ Eq 2) for p = 1,2, ... ,r, 

and q = 1,2, ... ,s, 

forwhich ea =ep.2r+l+q +e2r+l+q.r+p· 

In the general analysis of the Lie superalgebra chains 
that follows the roots will be used in the form quoted above. 
However, to make contact with the special case in which 
m = 1 and n = 1 that has already been considered20 [where 
the roots of B( 1/2) were expressed in terms oflinear combi­
nations of the sitpple roots] and also for completeness, it will 
be indicated how they can be expressed in terms of the simple 
roots. The distinguished set of simple roots of B(r/s) may be 
taken to be the following. 

( 1) Simple even roots: 

aj = Ej I - Ej + 1 1, for j = 1,2, ... ,s - 1 

a j + s =E/-Ej + 1
2

, for} = 1,2, ... ,r-l 

a r + s = E/; 

(2) simple odd root: 

(ifs>1), 

(ifr> 1), 

(2.14a) 

(2.14b) 

In terms of these simple roots the expressions for the linear 
functionals Ep 1 and Ep 2 of B(r/s) are 

and 

r+s 
Epl = L a j ; 

j=p 

r 

Ep2= L a j + s ' 
j=p 

from which the expressions for the roots in terms of the sim­
ple roots follow immediately from (2.12) and (2.13). 

III. THE CHAINS osp (2m+1/2n+2)~osp(2m+11 
2n) ~ osp(2m,2n) 

A. osp(2m+1/2n) as a subalgebra of osp(2m+1I2n+2) 

The detailed structure of the osp(2m + 1/2n + 2) Lie 
superalgebra is given by setting r = m and s = n + 1 in the 
analysis of Sec. II. We also will assume in the following that 
m> 1 and n> 1, some other cases being examined in Sec. 5. 

The basis of the osp(2m + 1/2n) subalgebra of 
osp (2m + 1/2n + 2) may be taken to consist of all the basis 
elements of osp(2m + 1/2n + 2) whose (2m + 2)th and 
(2m + n + 3) th rows and columns consist entirely of zero 
matrix elements. [Choosing instead the (2m + ) + l)th and 
(2m + n +) + 2)th rows and columns for j = 2,3, ... ,s 
would merely give a conjugate embedding.] The dimensions 
of the even and odd parts of osp(2m + 1/2n) are 
m(2m + 1) + n(2n + 1) and 2n(2m + 1), respectively. In 
this embedding the (m + n) -dimensional Cartan subalge­
bra of osp (2m + 1/2n) is spanned by h/ == (2.7) for 
j = 2,3, ... ,n + 1, and h/== (2.8) for} = 1,2, ... ,m, that is, it is 
spanned by ha for a = Ej I (j = 2,3, ... ,n + 1) and a = Ej 2 

(j = 1,2, ... ,m). 
The 2(m2 + n2

) even roots of osp(2m + 1/2n) 
[ = B(m/n)] again fall in general into eight classes: 

(1) a = Ep 1_ Eq I for p,q = 2,3, ... ,n + 1 (Pi=q); 

(2) a = Ep 1+ Eq 1 for p,q = 2,3, ... ,n + 1 (p<q); 
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(3) a = - (Ep 1 + Eq I) for p,q = 2,3, ... ,n + 1 

(4) a = 15/ - 15/ for p,q = 1,2 •.. ,m (Pi=q); 

(5) a=Ep2+Eq2 for p,q= 1,2, ...• m (p<q); 

(p<q); 

(3.1) 

(6) a= - (E/+E/) for p,q= 1,2, ... ,m (p<q); 

(7) a = Ep 2 for p = 1,2, ... ,m; 

(8) a = - 15/ for p = 1,2, ... ,m; 

Notice that if m = 1, the sets (4 )-( 6) are empty. 
The 2n (2m + 1) odd roots of osp (2m + 1/2n) fall into 

six classes: 

(1) a=E I q for q = 2,3, ... ,n + 1; 

(2) a= -E I q for q = 2,3, ... ,n + 1; 

(3) a = Ep I + Eq 2 for p = 1,2, ... ,m, 

and q = 2,3, .. . ,n + 1; (3.2) 

(4) a= - (E 1+ 15 2) p q for p = 1,2, ... ,m, 

and q = 2,3, ... ,n + 1; 

(5) - I 2ft -12 a - Ep - Eq or p - , , ... ,m, 

and q = 2,3, ... ,n + 1; 

(6) a= _ (Ep 1_ Eq 2) for p = 1,2, ... ,m, 

and q = 2,3, ... ,n + 1. 

The results can be summarized by the statement that the 
linear functional Ell does not appear in any root of 
osp(2m + 1/2n). 

B. osp(2m/2n) as a subalgebra of osp(2m+1/2n) 

The basis of the osp(2m/2n) subalgebra of the 
osp (2m + 1/2n + 2) superalgebra described in the previous 
subsection may be taken to consist of all the basis elements of 
osp (2m + 1/2n) whose (2m + 1) th row and column con­
sist entirely of zero matrix elements. The dimensions of the 
even and odd parts of osp(2m/2n) are 
m (2m - 1) + n (2n + 1) and 4nm, respectively. [In the no­
tation of Kac3 osp(2m/2n) = D(m/n) if m>2, but osp(2/ 
2n) = C(n + 1).] In this embedding the (m + n)-dimen­
sional Cartan subalgebra of osp (2m/2n) is again spanned by 
h/==(2.7) for j=2,3, ... ,n + I, and h/==(2.8) for 
j = 1,2, ... ,m, that is, it is again spanned by ha for 
a = Ej

l (j= 2,3, ... ,n + I) and a = Ej
2 (j = 1,2, ... m). . 

The 2(m2 
- m + n2

) even roots of osp(2m/2n) fall 10 

general into six classes, which are given by (1 )-( 6) of (3.1). 
It should be noticed that if m = I, the sets (4 )-( 6) are emp­
ty. 

The 4mn odd roots of osp ( 2m /2n) fall in to four classes, 
which are given by (1 )-( 4) of (3.2). 

C. The complement of osp{2ml2n) in osp(2m+1/2n) 
and its Important role 

The complement of osp(2m/2n) in osp(2m + 1/2n) 
will be denoted by osp(2m/2n)comp' It is the 2(m + n)-di­
mensional subspace of osp(2m + 1/2n) [and also of 
osp(2m + 1/2n + 2)] that has as its basis the 2m even ele­
ments ea with a = ± E/ (for) = 1,2, ... ,m) and the 2n odd 
elements ea with a = ± Ej 1 (for j = 2,3, ... ,n + 1). In the 
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following, [ea ,e{3] indicates the anticommutator [ea ,e{3] + if 
both ea and e{3 are odd, but otherwise represents the commu­
tator [ea ,e{3L. 

Proposition 1: If a is any element ofosp(2m/2n) and b is 
any element of osp (2m/2n) comp' then 

[a,b ]Eosp(2m/2n)comp, (3.3) 

and every element ofosp(2m/2n)comp appears in this way. 
This can be written more concisely as 

[ osp (2m/2n) ,osp (2m/2n) comp] = osp (2m/2n) comp . 
(3.4 ) 

Proposition 2: If a and b are any two elements of 
osp (2m/2n) comp' then 

[a,b]Eosp(2m/2n), (3.5) 

and every element of osp(2m/2n) appears in this way. 
Again, this can be written more concisely as 

[ osp (2m/2n) comp' osp (2m/2n) comp] = osp (2m/2n ). 

Proof: Both of these results are immediate consequences 
of a well-known theorem in the theory of simple Lie superal­
gebras.3,4,21 This states that if a and {3 are roots of a simple 
Lie superalgebra 2's and if eaE2'sa and e{3E2' s{3 then 
[ea ,e{3 ]E2' s(a + {3} if a + {3 is a root of 2' sand [ea ,e{3] = 0 
if a + (3 is not a root of 2' s' The propositions are then imme­
diate consequences of the following observations. (i) the 
sum a + (3 of every root a of osp (2m/2n) with every root {3 
corresponding to an element e {3 of osp (2m/2n) comp is either 
not a root of osp (2m + 1!2n + 2) or is a root corresponding 
to an element of osp(2m/2n)comp' and every root corre­
sponding to an element of osp (2m/2n) comp can be obtained 
in this way; (ii) the sum a + {3 of every pair of roots a and (3 
corresponding to elements ea and e{3 of osp(2m/2n)comp is 
either not a root of osp(2m + 1!2n + 2) or is a root of 
osp (2m/2n), and every root of osp (2m/2n) can be obtained 
in this way. 

Both of these propositions concern the structure of 
osp(2m + 1!2n) alone, and do not depend on the embed­
ding of osp(2m + 1!2n) in osp(2m + 1!2n + 2). 

IV. THE HEISENBERG SUPERALGEBRA sh(2mI2n) 

A. The embedding of the Heisenberg superalgebra 
sh(2m/2n) in osp(2m+1 12n+2) 

The Heisenberg superalgebra sh (2m/2n) consists [cf. 
( 1.6)] of an identity I, 2n other even basis elements P + ,k 

and P _ ,I (k,l = 1, ... ,n) and 2m odd basis elements T + ,j and 
T _ J (iJ = 1 , ... ,m); the only nonzero commutation and an­
ticommutation relations are assumed to be 

[P - ,k'P + ,I] - = 2wokJ, [T _ ,j,T + J] + = OjJ. 
(4.1 ) 

Such a Heisenberg superalgebra sh(2m/2n) can be embed­
ded in osp(2m + 1!2n + 2) by making the following identi­
fications: 

(i) 1= ea , with a = 2EII; 

(ii) P + ,k = (2w ) lea , with a = Ell + Ek I 

(for k = 2,3, ... ,n + 1); (4.2) 
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(iii) P-,k = (2w)lea , witha=EII-Ek
l 

(for k = 2,3, ... ,n + 1); 

(iv) T+J=ea, with a=EII+E/ 

(for j = 1,2, ... ,m); 

(v) T-J= -ea, with a=E I
I -Ej

2 

(for j = 1,2, ... ,m). 

Apart from the fairly trivial numerical factors, all the 
commutation and anticommutation relations of sh (2m/2n) 
follow from the theorem on the roots of simple Lie superal­
gebras mentioned in Sec. III C when taken with the follow­
ing observations: (1) the even root 2EII can be written both 
as the sum of the two even roots Ell + Ek I and Ell - Ek I for 
each of n different values of k (i.e., with k = 2,3, ... ,n + 1), 
and also as the sum of the two odd roots Ell + E/ and 
Ell - E/ for each of m different values of j (i.e., with 
j = 1,2, ... ,m); (2) if a is any of these 2m + 2n + 1 roots of 
osp(2m + 1/2n + 2), then 2a is not a root of osp(2m + 1/ 
2n + 2); (3) if a and {3 are any pair of these 2m + 2n + 1 
roots of osp (2m + 1/2n + 2) [except for the 2m + 2n pairs 
of (a) ], then a + {3 is not a root of osp (2m + 1!2n + 2). 

B. Properties of the embedding of the Heisenberg 
superalgebra sh(2m/2n) in osp(2m+1/2n+2) 

Proposition 3: The subspace spanned by the basis ele­
ments of osp (2m/2n) and sh (2m/2n) together form a sub­
algebra of osp(2m + 1/2n + 2) which has the semidirect 
sum structure [osp (2m/2n) <3-sh (2m/2n) ] . 

Proof This follows from the theorem mentioned in Sec. 
III C and the fact that the sum a + (3 of every root a of 
osp (2m/2n) with every root {3 corresponding to an element 
e {3 of sh (2m/2n) is either not a root of osp (2m + 1/2n + 2) 
or is a root corresponding to an element of sh (2m/2n). 

Proposition 4: If a is any of the elements 
P +,k, P -,I' T +,i> or T -J of sh(2m/2n), then, with the 
choice r = - Ell, the odd element ey has the property that 

[a,ey]Eosp(2m/2n)comp, 

and every basis element of osp(2m/2n)comp appears in this 
way. This is therefore a one-to-one mapping between the 
elements of sh(2m/2n) (apart from its identity) and the 
elements of osp(2m/2n)comp' As [P ± ,k' ey ] _ are all odd 
and [T ± J,e y ] + are all even, this explains the "character re­
versal" phenomenon observed by Beckers et al. 19 

Proof These results are again consequences of the 
theorem stated above. This time they depend on the observa­
tion that if a is any of the roots associated with P ± ,k or T ± J 

and r = - E I t, then ea + y is a member of osp (2m/2n) comp' 

V. COMMENTS AND CONCLUSIONS 

All the considerations and results of Sec. III and IV 
have been obtained by assuming m;;d and n;> 1. Here we 
wish to comment further on some special cases of the chain 
(1.10), i.e., 

osp(2m + 1/2n + 2) ::Josp(2m + 1/2n) 

::J osp (2m/2n). (5.1) 
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(a) The case m = n = 0 is of no significance as it leaves 
only osp( 1/2) as the nontrivial first member of the triplet 
(S.1). (Such a superalgebra has already been recognized of 
physical interest in different applications of quantum phys­
ics.22,23 

(b) The case m arbitrary (but> 1) and n = 0 has to be 
considered as a purely algebraic matter since the integer n is 
currently associated in the applications with the number of 
spatial dimensions [e.g., the one of the quantum harmonic 
oscillator as mentioned in the Introduction; see relations 
(1.1), (1.3), (1.S), and (1.7)]. Indeed let us recall that the 
symplectic content sp (2n) refers to the 2n bosonic variables 
in the context of supersymmetry. However, if n = 0 the 
whole line of argument presented in Sec. III and IV still goes 
through, the chain (S.I) becoming 

osp(2m + 1/2) ::Jso(2m + 1) ::Jso(2m). (S.2) 

The only modifications are that the orthosymplectic Lie su­
peralgebras osp(2m + 1/2n) and osp(2m/2n) just reduce 
to the Lie algebras so(2m + 1) and so(2m), respectively, 
which of course do not have odd roots. Denoting the comple­
ment of so (2m) in so (2m + I) by so (2m) comp' Proposition 
I becomes 

[so(2m), so(2m)comp] = so(2m)comp' (S.3) 

and Proposition 2 reduces to 

[so(2m)comp' so(2m)comp] = so(2m). (S.4) 

Similarly Proposition 3 now states that the subspace 
spanned by the basis elements of so (2m) and sh (2m/O) to­
gether form a subalgebra of osp(2m + 1/2) which has the 
semidirect sum structure 

{so(2m)B-sh(2m/O) }. 

Likewise Proposition 4 states that if a is any of the odd ele­
ments T +J or T _j of sh(2m/O), then, with the choice 
r = - Ell, the odd element ey of osp(2m + 1/2) has the 
property that 

[a,e y ]Eso(2m)comp' (S.S) 

and every basis element of so (2m) comp appears in this way. 
(c) The case m = n = I clearly leads to the chain (1.9) 

that was summarized in a previous study,zo This corre­
sponds to the physical context of a one-dimensional harmon­
ic oscillator within the now well-understood correspondence 
( 1.4) that involves 12-dimensional superalgebras. Here the 
semidirect sum of the superalgebras osp(2!2) and sh(2!2) 
is related to the superalgebra osp (3/2). The (even) Lie alge­
bras contained in osp(2/2) are sp(2) and so(2), which are 
generated by (HB, C± ) and HF == Y, respectively, where 
HB and HF are the bosonic and fermionic Hamiltonians and 
the other two generators of sp(2) are associated with dila­
tions and expansions. 13,16 The four other (odd) osp(2!2) 
generators are the Q ± (Ref. S)-andS ± (Ref.9)-super­
charges which are such that lO 

[Q+ ,Q_]+ =HB +HF' [S+,S_]+ =HB -HF· 
(S.6) 

Finally in addition to the (even) Lie algebra h(2) generated 
by (P +,P _,1), where P ± can be interpreted as being boson 
annihilation and creation operators, the Heisenberg superal-
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gebra sh(2!2) contains two more (odd) generators denoted 
by T ± and satisfying 

[T+,T_l+ =1. (S.7) 

[in accordance with (4.1)]. The superalgebra osp (3/4) is 
singled out as the first member of the chain (1.9) for the 
simple reason that it is the smallest superalgebra containing 
both the superalgebras osp(3/2) and osp(2!2)B-sh(2!2). 
The corresponding generalization provides the starting 
point for all the following cases. 

( d) The case m = n =1= 0 is the direct generalization of 
the preceding one leading to the chain 

osp(2n + 1/2n + 2) ::Josp(2n + 1/2n) ::Josp(2n/2n) 
(S.S) 

and to the correspondence ( 1.7). This demonstrates that the 
"maximal" or largest invariance superalgebra 12 of the n-di­
mensional harmonic oscillator is the nonsimple superalge­
bra osp (2n/2n) B-sh (2n/2n), which, by virtue of (1. 7), is 
associated with the simple superalgebra osp(2n + 1/2n). 
This is a new result that does not appear in previous 
works.7

•
12

•
17

,19 Physically this case applies to a situation 
which admits the same number (2n) of bosonic and fer­
mionic degrees offreedom and which is associated with the 
standard supersymmetrization procedure "a la Witten." 5 

This largest in variance superalgebra has Sn 2 + 4n ( + I) di­
mensions consisting of Sn 2 generators for osp(2n/2n) and 
4n( + 1) generators for sh(2n/2n). Let us mention l2 that 
the osp(2n/2n) superalgebra is generated (for 
k,l= 1,2,oo.,n) by the (2n2+n) operators (Tkl,C kl) of 

2 
2 ±, 

sp( n), by the (2n - n) operators (Ykl,Z ± ,kl) of so(2n) 
as ~ell as by the 4n2 supercharges (Q ± ,kl ,S ± .kl ), while the 
HeIsenberg superalgebra sh(2n/2n) contains the 4n signifi­
cant generators (P ± ,k' T ± .k ). This corresponds to the 
(4n

2 + 2n) odd operators (Q ± .kl ,S ± .kl' T ± ,k ). Here we see 
also that with respect to osp(2n + 1/2n), the sp(2n) con­
ten tis unchanged and that we get a (new) so(2n + 1) subal­
gebra generated by (Ykl,Z ± ,kl' and T' ± ,k) while the odd 
part now consists of the (4n 2 + 2n) operators 
(Q±,kl,S±,kl,P' +,k)' where primes refer to the "reversal 
character" proposed in Ref. 19 and explained in Sec. IV. 

(e) The case m = 1, n arbitrary (but>1) leads to the 
chain 

osp(3/2n + 2) ::Josp(3/2n) ::Josp(2!2n) (S.9) 

and to the correspondence (1.S), which are significant rela­
tions connecting the in variance superalgebra osp(2/ 
2n) B-sh (2!2n) proposed by Beckers et al. 19 with the Lie su­
peralgebra osp(3/2n) proposed by Englefield. 17 In such a 
case we are restricted to only two fermionic degrees of free­
dom while the 2n bosonic degrees still exist. This corre­
sponds to the supersymmetrization procedures l2

,24 which 
are nonstandard for n =1= 1 and their properties have been ex­
plored. 19 Inside the osp (2!2n) superalgebra the sp (2n) con­
tent is here unchanged with respect to case (d) but the pre­
ceding so (2n) algebra reduces to a Lie algebra so (2), which 
is generated by the only Yoperator present. 19 This case is 
clearly the starting point of the present study leading to the 
general case m> 1, n> I we have already analyzed. 

Let us now conclude this paper. We have concentrated 
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attention on the chains (5.1) and their properties in Sec. III 
and IV as well as on the specific cases discussed in this sec­
tion. In each of these chains of three orthosymplectic super­
algebras, we have pointed out the special significance of their 
second member as well as the role ofthe complement of their 
third member. The first member of each triplet is always the 
smallest superalgebra containing both the second superalge­
bra and the semidirect sum of the third one with its associat­
ed Heisenberg superalgebra. We also observe that these 
chains are closed in the sense that it is not possible to con­
struct an extended chain containing more than three 
members which possesses the analogous property for every 
consecutive set of three members. As far as the physics of the 
quantum harmonic oscillator (in arbitrary n spatial dimen­
sions) is concerned, we have seen that cases (c)-(e) above 
are useful. They give us a good understanding of the corre­
sponding invariance superalgebra, their kinematical and dy­
namical contents can be explicitly extracted, and the corre­
sponding constants of motion can be identified. In every case 
it corresponds to a well-defined supersymmetric Hamilto­
nian readily obtained by extending previous results. 12.19 
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A multiseries integrable model (MSIM) is defined as a family of compatible flows on an 
infinite-dimensional Lie group of N-tuples of formal series around N given poles on the 
Riemann sphere. Broad classes of solutions to a MSIM are characterized through modules 
over rings of rational functions, called asymptotic modules. Possible ways for constructing 
asymptotic modules are Riemann-Hilbert and (j problems. When MSIM's are written in terms 
of the "group coordinates," some of them can be "contracted" into standard integrable models 
involving a small number of scalar functions only. Simple contractible MSIM's corresponding 
to one pole, yield the Ablowitz-Kaup-Newell-Segur (AKNS) hierarchy. Two-pole 
contractible MSIM's are exhibited, which lead to a hierarchy of solvable systems of nonlinear 
differential equations consisting of (2 + 1 )-dimensional evolution equations and of quite 
strong differential constraints. 

I. INTRODUCTION 

During the past ten years or so the application of Lie­
algebraic methods has clarified and developed essential parts 
of the theory of integrable systems. These methods lead to 
simple geometric interpretations of integrable systems and 
exhibit important algebraic properties. I

-
3 Moreover, they 

provide a link between two basic problems of the theory: 
namely, to classify integrable models and describe their solu­
tions. The purpose of this paper is to present a Lie-algebraic 
scheme that allows us to determine new hierarchies of inte­
grable systems and analyze relevant families of their solu­
tions. We use the term integrable because there are natural 
methods for constructing solutions to these systems. How­
ever, we are not concerned here with aspects such a Hamilto­
nian formalism or constants of motion (see Refs. 1-3). The 
main points of our approach are as follows. 

(1) A general class of integrable models called multiser­
ies integrable models (MSIM's) is introduced. A MSIM is 
defined as a family of compatible flows on an infinite-dimen­
sional Lie group of N-tuples of formal series with matrix­
valued coefficients around N given poles on the Riemann 
sphere §. These flows arise as a consequence of the presence 
of a double Lie algebra structure ~ = ~ + + ~ _. Here 
~ + is isomorphic to a subset of an associative algebra g; of 
matrix-valued rational functions of a complex variable k 
with given poles. 

(2) When MSIM's are written in terms of the "group 
coordinates," some of them can be "contracted" into stan-

·'Unite de Recherche Associee au C.N.R.S. N.UA 040768, Recherche 
Cooperative sur Programme N.P 080264. 

dard integrable models consisting of systems of nonlinear 
differential equations (NDE's) involving a small number of 
scalar functions only. In general, reductions of standard in­
tegrable models correspond to reductions of MSIM's. Sim­
ple contractible MSIM's corresponding to one pole yield the 
AKNS hierarchy.4 

Two-pole contractible MSIM's are exhibited that lead 
to a hierarchy (H) of solvable systems of NDE's consisting 
of (2 + I)-dimensional evolution equations and of quite 
strong differential constraints. Among these systems we 
mention 

q, = a<! qxxx - ~ q2qx) + a'( - A q~yy + ~(q')2q~), 
q; = a'IA q;yy - ~(q')2q;) + a( - A qyxx + ~ q2qy), 

, qxy q~y (qxy )2=1+(qy)2 
qy = -qx' q=q:-' 4q 4 ' 

( 1.1a) 

(Ub) 

( Uc) 

where the unknowns are the complex functions q(x,y,t) and 
q'(x,y,t), a and a' are given complex numbers, and q"qx"" 
mean J,q,JA, ... . Observe that the system (1.1a)-( 1.1c) de­
scribes a time evolution in the manifold of solutions to the 
bidimensional ND E' s [( 1.1 b) and (1.1 c ) ]. On the other 
hand, since ( 1.1c) implies q'y = f 4q' ~ 1 + ! (q' x ) 2 dx, i.e., y 
derivations correspond to some x integrations, the system 
(1.1a)-( l.1c) may be interpreted formally as an integrodif­
ferential evolution equation in (1 + I) dimensions. 

Note also that for a = - 4 and a' = 0, (1.1a) reduces 
to the modified Korteweg-de Vries (MKdV) equation, 
q, + qxxx - 6q2qx = 0, relative to the variables (x,t). 

(3) Certain objects called asymptotically normalized 
wave functions (NW functions) and asymptotic modules 
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(AM's) playa fundamental role for characterizing broad 
classes of solutions to MSIM's and as a consequence to their 
associated standard integrable models [such as (1.1a)­
( 1.1 c)] in the contractible cases. An AM is a module over 
the previously introduced ring !!It. Both the NW functions 
and the elements of AM's are functions of k admitting specif­
ic asymptotic expansions (AE's) around the given poles. 
For a considered MSIM, each NW function determines one 
solution. On the other hand any AM provides a new NW 
function from a given NW function, i.e., we thus obtain an 
iterative procedure for generating solutions and, in particu­
lar, for adding solitons. Possible ways for constructing AM's 
are Riemann-Hilbert problems and a (OBAR) equations 
outside of given poles on the Riemann sphere. 

Concerning points (1) and (2), we are inspired by the 
theory of the Kadomtsev-Petviashvili (KP) hierarchy, 
more specifically, by its formulation as the system of compa­
tible flows,5.6 

aK = (K DrK-I)+K _ K Dr, r>l, 
atr 

( 1.2) 

where K lies on the Volterra group of pseudodifferential op-
erators, 

00 

K= 1 + I an (x,t)D -n, t= (tr), D=ax , (1.3) 
n= 1 

and the subscript + in (1.2) means the differential operator 
part. On the other hand, we remark that the notion of loop 
group used for the AKNS hierarchy I is a particular case of 
that group of formal multiseries considered here. 

With respect to point (3), we recall that a equations 
were very useful for extending the range of application of the 
inverse scattering transform method of the solution for 
(1 + 1) NOE's and (2 + 1) NOE's,7 Subsequently, aequa­
tions were considered as the starting point for introducing 
and solving NE's.8.9(a).1O As a matter offact, the concept of 
AM is motivated partly by the analysis of the algebraic struc­
ture underlying the use ofa equations in Refs. 9(a) and 10. 
Further motivations come from other important methods II 
for solving integrable models such as the construction of 
finite gap solutions in the framework of algebraic geometry 
and that of rational solutions in the context of the Grassman­
nian formalism where modules over polynomial rings also 
occurs. 

For these cases the role of the NW functions is played by 
the Baker functions. In some sense AM's provide the bridge 
between the Grassmannian formalism and the a and Zak­
harov-Shabat dressing methods l2 for integrable systems of 
the AKNS type. On the other hand, they show the group­
theoretical content of these solution methods. However, if 
one is more interested in the construction of solutions to 
NOE's than in the group aspects, an economical scheme 
based on AM's can be restated. On this point we refer to Ref. 
9(b), where additional information can be found with re­
gard to the hierarchy (H) containing (l.1a)-( l.lc). Other 
hierarchies of evolution NOE's, with constraints solvable 
within the framework of the AM scheme, are investigated in 
Ref. 9 ( c ) [ (2 + 1) -dimensional case] and Ref. 9 ( d) 
[(N + I)-dimensional case, N>I]. Genuine (2 + l)-di­
mensional equations can also be obtained in the context of 
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AM's [see Ref. 9 (e) ]. The formulation of the associated 
Lie-algebraic approach would require the use of pseudodif­
ferential operators in addition to that of formal multiseries 
[see ( 1.2) and ( 1.3 ) for the KP case] . Finally we notice that 
the AM scheme can be developed in discrete cases as well: 
see Ref. 9(f), where an integrable (2 + 1 )-dimensional gen­
eralization of the Volterra model is derived. 

This paper is organized as follows. Section II starts with 
an abstract introduction to the class of compatible families of 
flows used in our work. Then we define MSIM's in the one­
pole case and we discuss the contractible models corre­
sponding to the AKNS hierarchy. Section III deals with 
MSIM's in the general N-pole case. Some contractible mod­
els are exhibited for N = 2. They yield the sinh-Gordon 
equation and the hierarchy (H), including the system 
(1.1a)-( l.1c). In Sec. IV we analyze solution methods to 
MSIM's from the point of view ofNW functions and AM's. 
We exhibit Riemann-Hilbert and a realizations of AM's. 
Special attention is devoted to soliton solutions and some 
explicit examples are worked out in detail. In particular, we 
give a simple derivation of the Blaschke-Potapov factor3 of 
soliton dressing. More general procedures for constructing 
asymptotic modules, based not only on the Riemann sphere 
but also on higher-genus Riemann surfaces, will be present­
ed elsewhere,9(g) allowing us to characterize wide classes of 
solutions, including the rational and soliton classes as well as 
those arising in the finite-zone integration method. There are 
also two appendices. The first one considers some properties 
of differential polynomials that are used throughout the pa­
per and the other includes the proof of the fundamental 
property of AM's. 

II. MUL TISERIES INTEGRABLE MODELS (MSIM's): 
PRELIMINARY MATERIAL AND THE ONE-POLE CASE 

A. Double Lie algebras and compatible flows on Lie 
groups 

Much of the geometric content of integrable systems is 
often related with the presence of a double Lie algebra struc­
ture; that is to say, a Lie algebra [§ that admits a decomposi­
tion into a linear direct sum of two Lie subalgebras,2.3.13.14 

[§ = [§ + + [§ -' (2.1) 

In this subsection we are going to use this structure for defin­
ing compatible flows on Lie groups. Given a double Lie alge­
bra [§ and UE[§ we will denote by U + the projections of U on 
[§ ± associated with the decomposition (2.1), and by 11' the 
projection operator, 

1I'(u) = u+, (I - 11') (u) = U_. 

Let f1 be a Lie group with Lie algebra [§ and f1 _ a sub­
group with Lie algebra [§ _. Given a commutative family of 
elements {Cj}~ in [§ , 

(2.2) 

we consider the following associated family of flows on f1 _: 

a,;g = - (g cjg- I) _g, gEf1_, i = I, ... ,s. (2.3) 

Here, g Cj~-I denotes the image of Cj under the adjoint ac­
tion of gE[§ _ on the Lie algebra [§ and (g cjg- I) _g is the 
image of (g cjg- I) _E[§ _ under the right-translation action 
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of ge9 _. Thus the right-ha~d side of (2.3) determines a 
well-defined vector field on Y _. The remarkable property 
of these flows is that they commute with each other, i.e., that 
the quantity 

y,*, (at atg - at atg)g-I 
'J J I 

is zero. To prove this, we use the identities 

and 

atj(gCjg- l
) = [(atjg)g-I,gcjg- I ], 

so that (2.3) implies 

y= [(qj)-,qjL - [(qj)-,q;]- + [(qj)-,(qj)-], 
(2.4) 

where 

qj =gcjg- I. (2.5) 

Now from (2.2), [qj,qj] = g[cj>cj ] g-I = 0, and therefore 

[(qj L,q;] = - [(qj) +,q;] = - [(qj) +,(qj) +] 

- [(qj)+,(qj)-]' 

Hence 

[(qj)-,q;] - = - [(qj)+,(qj)-]­

since 

[(qj) +,(qj) +] _ = 0 (Y + is a Lie subalgebra). 

By inserting this into (2.4) we get 

Y= [(qj)_,(qjL] _ + [(qjL,(qj)-]' 

Hence Y = 0 since 

[(qj)_,(qjL] _ = [(qj)-,(qj)-] 

(Y _ is a Lie subalgebra). 
As a consequence of the compatibility, it is reasonable to 

consider simultaneous solutions g(t) [t = (tl, ... ,t.)] to the 
family of flows (2.3). These solutions constitute the main 
elements of our analysis in the specific cases described below 
where Y is an algebra of f~rmal multiseries. 

It is worth noting that Y, the Lie group with Lie algebra 
Y, plays no role in the above discussion. Indeed, the con­
struction of the flows (2.3) only requires three basic objects: 

A 

a double Lie algebra Y, a Lie group Y _ with Lie algebra 
A 

Y _, such that Y _ acts on Y by means of the adjoint action, 
and some commutative subset {c;}~ of Y. This is an impor­
tant fact, since in the applications we have to deal with infi­
nite-dimensional Lie algebras for which 9 turns out to be a 
much more complicated object than 9 _. In t.!!e cases rel­
evant to this paper, both structures, Y and Y _, are im­
mersed in some associative algebra offo~al multiseries that 
allows us to define the adjoint action of Y _ on Y in a natu­
ral way. 

Finally we notice that it is sometimes useful to consider 
a family of reduced flows, i.e., a family of flows (2.3) on a 

A A 

subgroup Y '_ of Y _, which is invariant under certain auto-
morphisms. 
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B. Definition of MSIM's In the one-pole case 

Let d be the associative algebra of formal series of the 
form 

N 

u(k) = I unkn, NEZ, (2.6) 
n = - 00 

with d X d matrix coefficients Un' The product uv in d is 
defined through a term by term series multiplication. The 
subset Y = {UEd s.t. tr Un = 0 for all n} is a Lie algebra 
with the Lie product [u,v] =i=UV - VU. Further, f.!} admits a 
double Lie algebra structure determined by the projection 
operator 

1T(U) = I unk n. (2.7) 
O<n<N 

The corresponding Lie subalgebras Y + and f.!} _ of f.!} are 
given by 

f.!} + = {UEf.!} fUn = 0 for all n <o}, 
Y _ = {UEY fUn = 0 for all n;;'O}. 

Products of exponentials of elements in f.!} _ generate a 
Lie group 9 _ Cd, whose elements are of the form 

00 

g(k) = I ank - n, ao = I, (2.8a) 
n=O 

and satisfy the constraint 

detg(k) = 1. (2.8b) 

We will refer to the coefficients {an} j as the coordinates of 
the group element g. Note that the inversion operation in 
A 

f.!} _ can be performed as follows: 
00 

g-I = I + I (_I)/(g_l)/= l-a1k- 1 + .... 
1= I 

(2.9) 

Thus it is clear that 9 _ has a well-defined adjoint action on 
f.!), 

f.!} -+f.!}, adg(u) =gug- I. 

Given a commutative family, {cJ~ C Y +' we define the 
associated MSIM as the family of compatible flows (2.3) on 
9 _. This definition corresponds to the case of a unique pole 
k = 00 on the Riemann sphere. A reduction of a MSIM is 
defined as a family of flows (2.3) on a subgroup 9 '_ of 9 _, 
which is invariant under certain automorphisms. 

C. Simple contractible MSIM's: The AKNS hierarchy 

Suppose now that d = 2 and consider a commutative 
family in f.!} + of the form 

cj(k) =w j (k)u3 , i= I, ... ,s, (2.10) 

where Wj (k) are arbitrary polynomials in k and U 3 is the 
Pauli matrix. The associated MSIM is the family of compati­
ble flows, 

A 

atjg= -(wj (k)gu3K- 1)_g, gef.!)_. (2.11) 

Each of these equations can be described in terms of the 
coordinates {an}j of the group element (2.8a), so that 
(2.11) constitutes a system of equations with an infinite 
number of dependent scalar variables. However, because of 
the compatibility of this system, it is possible to deduce stan-
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dard integrable models, i.e., differential equations involving 
a small number of dependent scalar variables. We say that 
the MSIM is "contractible." 

Let us make explicit the case s = 2, c i = - ika3, 

c2 = iw(k)a3 for an arbitrary polynomial w(k). The asso­
ciated MSIM consists of the two flows 

as= (ikga~-I)_g, 

alg = - (iw(k)ga~-I)_g, 

(2.12a) 

(2.12b) 

where we have set x = tl and t = f2. Let us introduce the 
following element of $ : 

r=iga~-" (2.13) 

which, according to (2.8) and (2.9), is of the form 
00 

r= L rnk -n, ro=ia3 • (2.14 ) 
n=O 

One proves (see Appendix A) that the matrix elements of 
the coefficients r n are polynomials in the matrix elements of 
[a3 ,a.] and their derivatives, with respect to x. Now, Eq. 
(2.12b) can be rewritten as 

(alg)g-I = (1T- I)(w(k)r(k»). (2.15 ) 

Then if 
N 

w(k) = L a,k " 
'=0 

by identifying the coefficients of k - I in Eq. (2.15), we find at 
once 

N 

alai = - L a,r'+I' 
'=0 

which implies 
N 

ia l [a3 ,a l ] = - i L a, [a3,r,+ I ]. 
'=0 

(2.16 ) 

These differential equations are the members of the AKNS 
hierarchy. They involve the matrix elements of [a3 ,a)] only. 

Reductions of AKNS hierarchy equations can be ob­
tained by means of reductions of the MSIM (2.11). For ex­
ample, the modified KdV hierarchy (MKdV) is character­
ized as follows. Let f9,_ be the set of elements gEf9 _, 
verifying 

alg( - k)a) = g(k). (2.17) 

Clearly f9,_ is a subgroup of f9 _ and its Lie algebra $'_ is 
given by the elements of $ _ satisfying (2.17). Now if we 
take Ci (k) = w i (k)u3 with Wi (k) being odd polynomials in 
k, then the right-hand side of (2.11) determines a vector 
field on f9,_ and consequently we obtain a reduction on f9 '_ 
of the MSIM (2.11). Since a)a)a) = -a) for the coordi­
nate a) of gEf9'_ , these reduced MSIM's impose a compati­
ble constraint to the AKNS equations (2.16), which turns 
out to yield the members of the MKdV hierarchy (see Ap­
pendix A). 

III. MUL TISERIES INTEGRABLE MODELS (MSIM's): THE 
GENERAL CASE 

A. Formal multiserles 

In order to apply the construction of compatible flows of 
Sec. II A to define general MSIM's, we will use algebras of 
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multiseries as the basic algebraic objects, so it is convenient 
to introduce some appropriate notation conventions. 

Given a positive integer d and N different points {kn}f 
on the Riemann sphere § with k) = 00. let .91 be the set of N­
tuples of the formal series 

M, 

ul(k) = L u)mkm, 
m = - 00 

00 

Un (k) = L Unm (k - kn )m, n = 2, ... ,N, 
m=MII 

(3.la) 

(3.lb) 

( 3.1c) 

whereMnElandunm ared Xdmatrixcoefficients. We point 
out that all the formal series involved here are of finite order 
Mn at their corresponding reference points. Therefore, be­
sides the usual notions of sum and multiplication by complex 
numbers, we can define a product operation in .91, 

UU' = (u)(k)u; (k), ... ,uN(k)u;";'(k»), 

where the products Un (k)u~ (k) are understood in the sense 
of a term by term series multiplication. With these opera­
tions .91 becomes an associative algebra. 

Furthermore, let f!/( be the associative algebra of d X d 
matrix-valued rational functions on § with possible poles at 
{kn}f only. Given UEf!/(, let us denote by Un (k) its corre­
sponding Laurent series at k = k n • Then the map 

(3.2) 

is an injective homomorphism between the associative alge­
bras f!/( and d. 

The following linear map will be particularly important 
in our discussion: 

+ t( L Unm(k-kn)m). 
n-2 M,,<m<O 

(3.3 ) 

Here Unm are the coefficients of the formal series Un (k) that 
determine uEd [see (3.1)]. Observe thatp(u) is obtained 
by adding the principal parts of the series Un (k) 

(n = I, .. . ,N) and the constant term of U) (k). Now consider 
the composition of rand p, 

(3.4 ) 

It follows at once from the partial fractial decomposition 
theorem that pOr = Id"" so that 1T is a projection operator 
on the vector spaced that determines a decomposition of 
.91 into a linear direct sum of two subalgebras, 

(3.5) 

where .91 + = Ran 1T = r(f!/() and .91 _ = Ker 1T consists of 
the elements (3.1), such that M) = - 1 and Mn = 0 for 
n=2 .... ,N. 

B. Definition of MSIM's 

Weare now ready to generalize the definition of 
MSIM's given in Sec. II B by considering Lie algebras and 
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groups contained in the associative algebra d of multiseries 
(3.1). The subset f§ = {uEd s.t. tr Unm = 0 for all n,m} is a 
Lie algebra with the Lie product [u,v] '* uv - vu. Here f§ is 
an invariant subspace of d under the projection operator 1T 

of (3.4), and the corresponding restriction f§ ..: f§ deter­

mines a double Lie algebra structure on f§ with 
f§+ =f§nd+. 

- By means of the exponentials of elements of f§ _ one 
generates a Lie group f§ _ that consists of the elements of d, 

g = (gl (k),···,gN (k»), 

00 

gl(k) = I + L glm k -m, (3.6) 
m= 1 

00 

gn (k) = L gnm (k - kn )m, n = 2, ... ,N, 
m=O 

such that 

detgn(k) = 1, n = 1, ... ,N. (3.7) 

We will refer to the coefficients gnm as the coordinates of 
gEf§ _. It is easy to see that f§ _ has a well-defined adjoint 
action on f§. 

Henceforth formal Lie algebras and groups of N-tuples 
of d X d matrix-valued series centered at {kn}f will be called 
multi series Lie algebras and groups with reference points 
{kn}f. 

At this point we can take any commutative family {c.}~ 
C f§ + and define the a~sociated MSIM as the family of com­
patible flows (2.3) on f§ _. Equations (2.3) can be described 
in terms of the coordinates g nm of g so that they constitute a 
system of equations with an infinite number of dependent 
scalar variables. However, because of the compatibility of 
this system, in some cases it is possible to deduce standard 
integrable models, i.e., differential equations involving a 
small number of dependent scalar variables. Then we say 
that the MSIM is contractible. Many integrable models in 
1 + 1 dimensions can be obtained by the contraction of 
MSIM's. Among these are the Toda lattice, the sine-Gor­
don, and the Chiral-field models. 

A reduction of a MSIM is defined as a family of flows 
(2.3) on a subgroup f§'_ of f§ _ that is invariant under 
certain automorphisms. In general, reductions of standard 
integrable models correspond to reductions of MSIM's. 

As an illustration of the above abstract considerations 
we now analyze the simple case given by d = 2, N = 2, and 
{k l = 00 ,k2 = a}. Here the elements of d can be written as 
U = (u l(k),u2(k)) with 

M, 

ul(k) = L u1mkm, 
m= - 00 

(3.8) 
00 

u2(k) = L u2m k m, M 1,M2EZ, 
m=M, 

where U nm are 2 X 2 matrices. In this particular case the map 
(3.2) takes a very simple form. Indeed since Yl is now the set 
of rational functions on § with poles at k 1 = 00 and k2 = 0 
only, its elements are finite sums of the form 
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U = 1:: = N umk m, with M, NEZ (M>N). Hence 

r(U) = (U(K),U(K»), UEYl. (3.9) 

The Lie algebra f§ and the Lie group f§ _ are readily charac­
terized as subsets of d. We express the elements 
g = (gl (k),g2(k») of f§ _ as 

00 00 

gl(k) = I + L amk -m, g2(k) = L bmkm. (3.10) 
m=) m=O 

In the following subsections we give some examples of 
contractible MSIM's in the case d = 2, N = 2, and 
{k l = 00,k2 = a}. Some N-pole contractible MSIM's (with 
N> 2) will be investigated elsewhere. 

C. A contractible two-pole MSIM: The sinh-Gordon 
equation 

Let us consider the MSIM defined by the following pair 
of compatible flows on f§ _: 

axg= -(gcg-1Lg, ayg= -(gc'g-ILg, (3.11) 

associated with the following commuting elements in f§ +: 

c = r( - ik0'3) = ( - ik0'3' - ik0'3) , (3.12a) 

c' = r( - ik -10'3) = [ - i(0'3Ik ), - i(0'3Ik)]. (3.12b) 

From the definition (3.3) of the map p we have 

p(gc'g-I) = - (ilk)bo0'3b O- I. 

Then, taking into account (3.4) and (3.9), Eq. (3. 11) im­
plies that 

axgj = ik [gj'0'3] + i[0'3,a l ]gj' 

aygj = (ilk)bo[b o-
lgj'0'3]' j= 1,2. 

(3.13a) 

(3.13b) 

By substituting the expansions (3.10) into (3.13) and iden­
tifying the terms in k 0 and 11k in (3.13a) and (3.13b), re­
spectively, we get 

axbo = i[0'3,a l lbo, aya 1 = i[ 0'3,bo] b 0- I, 

which imply a differential equation for bo, 

ay [(axbo)b 0 1
] = [0'3,bo0'3b 0- I]. 

(3.14 ) 

(3.15 ) 

Furthermore, since det g2(k) = 1, bo satisfies the constraint 
det bo = 1. 

Now we consider the reduction of the previous MSIM 
A A 

onthegroup~'_ ofelements,g= (gl,g2)E~ _, such thatgj 

(j = 1,2) satisfies (2.17). [This is possible because - ikO' 3 
and - ik -10'3 satisfy (2.17).] Under this assumption we 
deduce O'lboO'I = bo, which together with det bo = 1 implies 
the following form for bo: 

b
o 

= (C~Sh tp sinh tp), 
smh tp cosh tp 

(3.16) 

where 'PEe. Now from (3.15) one finds at once the sinh­
Gordon equation for tp, 

aXYtp = - 2 sinh(2tp). (3.17) 
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O. Contractible two-pole MSIM's: A hierarchy of 
evolution (2+1) NOE's with constraints 

Let us consider the MSIM obtained by adding the fol­
lowing flow to the system (3.11): 

a,g= - (gc"g-'Lg, (3.18) 

where C"E~ + is defined by 

c" = 7"(iW(k)0"3) = (iw(k)0"3,iw(k)0"3)' 

with 
N 

w(k) = L a,k', N,M>O. 
1= -M 

(3.19a) 

(3.19b) 

Now the solutions to (3.11) and (3.18) will depend on three 
variables (x,y,t). In order to investigate the differential 
equations satisfied by the coordinates of g we rewrite (3.18) 
as 

(3.20) 

It is easy to see thatgr(iw0"3)g-' can be written in the form 

gr(iw0"3)g-' = (wr,wborb o-'), (3.21a) 

where rand r are defined by 

r=g,iO"~I-I, r'=g;iO"~;-', 

with 
00 

(3.21b) 

g;*b o- 'g2 =1+ L a'",km, a'",*bO-'bm. (3.22) 
m=l 

Both rand r' are interesting objects since they depend on a 
few group coordinates only. Indeed, they are ofthe form 

(3.23) 

with the coefficients rn (resp. r~) being polynomials in the 
off-diagonal elements of a l (resp. of a; = b 0- Ib l ) and their 
derivatives with respect to the x (resp.y) variable. To prove 
this we notice that 

tr r = tr r = 0, det r = det r' = 1. 

On the other hand, we have 

axr = - ik [0"3,r] + i[ [0"3,atl,r], 

a/ = - (ilk)[0"3,r] + i[[0"3,a; ],r]. 

(3.24 ) 

(3.25a) 

(3.25b) 

Equation (3.25a) is an immediate consequence of Eq. 
(3.13a) for g" whereas Eq. (3.25b) follows from the equa­
tion 

(3.26) 

which in tum derives from Eq. (3.13b) for g2 by taking into 
account that this latter implies 

( 3.27) 

Now, as it is proved in Appendix A, Eqs. (3.23)-(3.25) are 
all we need to conclude that r n (resp. r~ ) is a polynomial in q, 
s (resp. q', s') and their x derivatives (resp. y derivatives), 
where 

i[0"3,atl = - e b)' i[ 0"3,a; ] = - e. b} (3.28) 

Moreover, in view of (3.25) and (3.28), it is clear that r~ is 
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obtained from rn by replacing (a ';q,a ';s) with (a ';q',a ';s') 
for all m;;'O. 

We are now ready to write (3.20) in terms of the coordi­
nates of g. However, we are only interested in obtaining dif­
ferential equations for the first few coordinates. In this sense 
observe that 

_I (a,a l ( 1 ) _I (a,g)g = T+ 0 k2 ,(a,bo)b o 

+ bo(a,a; )bO-'k + O(k 2»). 
Furthermore, from (3.3) and (3.19)-(3.23) it follows that 

p(g1"(iW0"3)g-l) = n~o knctn alrl_ n) 

Then, since 1T = rep and taking (3.9) into account by identi­
fying coefficients in (3.20), we get 

N 

iJ,[0"3,a l ] = -i L a
'

[0"3,r,+d 
1= -I 

M 

+i L a_ I [0"3,bor;_lb o-
I], (3.29a) 

1= I 

M 

ia, [0"3,a; ] = - i L a _, [ 0"3,r; + I ] ,= -I 
N 

+ L a'[0"3,b o-
lr'_lbo], ,= I 

N M 

a,bo = L a,r,bo - L a _,bor;. 
'=0 '=0 

(3.29b) 

(3.29c) 

From the properties of rn and r~ these differential equations 
involve the matrix elements of [0"3,a 1]' [0"3,a; ], and bo only, 
and contain derivatives with respect to three variables x, y, 
and t. On the other hand, besides (3.29a)-(3.29c) we have 
to consider the equations corresponding to the flows (3.11 ) 
as well. These later derive from (3.13) and reduce to four 
additional relations: 

i[0"3,a l ] = (axbo)b o- ' , i[0"3,a;] = -bo-'Jybo, 
(3.29d) 

iay [0"3,a l ] = [0"3,b00"3b 0- 1], 

iax [0"3,a; ] = [0"3,b 0- 10"3bo]· (3.2ge) 

By using (3.29d) we can express rl and r; in terms of bo 
and its derivatives with respect to x and y. In this way 
(3.29c) becomes an evolution equation for the matrix boo 
The remaining constraints on bo follow from (3.29d) and 
(3.2ge) and are resumed by the equation 

ay( (axbo)b 0- I) = [0"3,bo0"3b 0- I]. (3.30) 

Observe that Eqs. (3.29a) and (3.29b) are a conse­
quenceof (3.29c) and (3.29d). To see this point, it is enough 
to differentiate (3.29c) with respect to x and y, taking into 
account (3.29d) and the following equations: 

b 0- I (ayr)bo = - (ilk) [0"3,b 0- Irbo], 

bo(axr')b o-
I = -ik [0"3,bor'b o-

I], 
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which derive from (3.13) and imply 

bo-I(ayr,+ I )bo = - i[ u3,bo-lrlbo], 

bo(axri+l)b o-
l = -i[u3,borib o-T 

We also remark [see Ref. 9 (b) J that by eliminating bo in 
Eqs. (3.29a) and (3.29b) it is possible to obtain a system of 
four evolution scalar NDE's with some differential con­
straints. These NDE's involve the four scalar functions q, s, 
q', ands' defined by (3.28). 

As an illustration of the rich structure [Ref. 9(b) J that 
underlies Eqs. (3.29), we will analyze one of the reductions 
of the MSIM [(3.11 )-(3.18) J. Suppose that w(k) is an odd 
polynomial, 

N 

w(K)= L a2/+lk2l+1. 
1= -M 

(3.31 ) 

Then iw(k)u3 satisfies (2.17) and the three flows (3.11), 
(3.18) can be defined on the subgroup f1,_ of elements 
g = (gl,g2)Ef1 _, such thatgj verifies (2.17) forj = 1,2. Let 
g be a solution on the reduced group; then we have 

ulgl ( - k)ul = gl (k), ulg; ( - k)ul = g; (k), (3.32) 

uiboul = boo (3.33) 

As it is shown in Appendix A, (3.32) implies q = sand 
q' = s', that is to say 

i[u3,a IJ = - qUI' i[ u 3,a;] = - q'ul. (3.34) 

Furthermore, if we set 

'YIn ) , = (5~ 
f: ,rn , 

- ~n Yn 
'YI' ) ~5~ , 

then (3.32) means that relations (A12) of Appendix A hold 
for both r n and r~. Hence 

(3.35) 

On the other hand, as we saw in Sec. III C, (3.33) enables us 
to write bo in the form (3.16), which implies 

(atbo)b 0- I = CPtUI' (axbo)b 0- 1 = CPxUl' 

bo-I(aybo) = cpyul· 
(3.36) 

In this way, one easily finds that Eqs. (3.29c) and (3.29d) 
become 

N M 

CPt = L a 2/ + 1'YI2I+ I - L a- 21 + I'YIi/_I' 
1=0 1= I 

q = - CPx' q' = CPY' 

qy = - q~ = 2 sinh(2cp). 

(3.37) 

(3.38) 

(3.39) 

By using (3.38) we can express 'YI2I + I and 'YIi/- I in 
terms of cP so that (3.37) represents a hierarchy of evolution 
NDE's in (2 + 1) dimensions for the single function cp. 
However, the function cP is subject to a differential con­
straint; it derives from (3.38) and (3.39) and takes the form 

CPxy = - 2 sinh(2cp), (3.40) 

as it should be expected in view of (3.30) and of the results of 
Sec. III C. In addition, it is easy to see that differentiation of 
(3.37) with respect to x and y yields evolution NDE's for q 
and q' in (2 + 1) dimensions. Note also that (3.38) and 
(3.39) determine the differential constraints, 
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(
qxy )2 = I + (qy)2. 
4q 4 

(3.41 ) 

The first nontrivial example of (3.37) corresponds to 
w(k) = ak 3 + a'k -3 and leads to 

CPt = aU CPxxx - ~(CPx )3) + a'U CPyyy - !(cpy )3). (3.42) 

Differentiation of (3.42), with respect to x and y, gives 

q, = a(! qxxx - ~ iqx) + a'( -! q~yy + ~(q')2q~), 
(3.43a) 

q; = a'U q;yy - ~(q')2q;) + a( -! qyxx + ~ iqy). 
(3.43b) 

In addition to these evolution equations, the functions cP and 
(q,q') satisfy the constraints (3.40) and (3.41), respective­
ly. 

IV. ASYMPTOTIC MODULES (AM's) AND SOLUTION 
METHODS 

The MSIM's described in the preceding sections admit 
natural solution methods based on the construction of par­
ticular objects called normalized wave functions and asymp­
totic modules. In particular, these methods provide solu­
tions to the standard integrable models associated with 
contractible MSIM's. 

A. Normalized wave (NW) functions 

Again we will use the multipole structures ..#, !!Il, ~, 
~ +, ~ _, and f1 _ with reference points {kn}f and the 
maps r, p, 1T = rOp defined in Sec. III. Let us take a commu­
tative family {cJ~ C ~ +. Since ~ + = ~ nr(!!Il) there is a 
commutative family {CJ~ c!!Il with tr Ci = 0, such that 

Ci = r(Ci )· (4.1) 

We look for solutions to the MSIM (2.3) associated with 
( 4.1 ). This system can be rewritten as 

-I ~ a,;g=1T(gc ig )g-gco gEv_. (4.2) 

We now introduce the following associative functional 
algebras ..# (D). Let D be a subset of the Riemann sphere § 

such that {kn}f are limit points of D. By ..# (D) we will 
denote the set of d Xd matrix-valued functions H = H(k), 
defined on D, for which there is an element 
h = (hl(k), ... ,hN(k»)in..#, such thatH(k) admitshn (k) as 
its asymptotic expansion (AE) as k-+kn (n = 1, ... ,N). Obvi­
ously, !!IlC..#(D) and the map (3.2) admits an extension, 

..#(D) -:..#, r(H) = (hl(k), ... ,hN(k»), (4.3) 

which is a homomorphism between the associative algebras 
..#(D) and..#. Next we define the projection operator, 

n 
..# (D) -+ ..# (D), II = pOr. (4.4) 

From (3.3)-(3.5) it follows at once that II:", = Id:"" 
Ran II = !!Il, while Ker II = r- I (..# _). The maps r and II 
enable us to formulate a version of (4.2) on ..# (D). Indeed, 
consider the system 

a,,G = II (GCiG -I)G - GCi, (4.5a) 

with the conditions valid for any t = (t I, ... ,ts )' 
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G(t), G -1(t)ed(D), r(G(t»)e~_. (4.5b) 

Given a solution G(t) of (4.5), since roll = ?TOr and 'Tis an 
algebra homomorphism, it follows at once that 
g(t) = r( G(t») is a solution of ( 4.2). We may still perform a 
further reformulation of our problem by means of the func­
tion 

(4.6) 

It is clear that (4.5a) is equivalent to 

a/iF = II (FCiF -I )F, (4.7) 

while (4.5b) is verified if Fsatisfies 

detF= 1 (4.8) 

and admits AE's of the form 

F(k,t)-(l + mtl glm(t)k -m)expCtl tiCi(k»). 

k-+ 00, (4.9a) 

F(k,t) -eto gnm (t)(k - kn)m )expCtl liCi(k»). 

k-+kn' n = 2, ... ,N. (4.9b) 

A function F(k,t) (such that kEDCS and {kn}f are 
limit points of D), which satisfies (4.7)-( 4.9), will be called 
an asymptotically normalized wave function (NW func­
tion) on D for the MSIM (4.2). To summarize we can state 
that each NW function F( k,t) determines a solution of ( 4.2) 
in the form 

g(t) = r(F(k,t)exp( - itl liCi)). 1= (t1, .. ·,/,). 

(4.10) 

We notice that there is an elementary NW function on 
§ - {kn}f given by 

E(k,t) = expCtl tiC} 

which corresponds to the trivial solution g = 1 to (4.2). 

B. Asymptotic modules 

A set 'ir of d Xd matrix-valued functions defined on a 
subset DC § is said to be a (left) f!I( module if it satisfies 

HI + H 2e'ir, for all HI ,H2e'ir, 

UHe'ir, for all Uef!l(, He'ir. 

(4.11a) 

(4.11b) 

We are going to see how some f!I( modules, called 
asymptotic modules (AM's), allow us to reproduce NW 
functions. Let Do and DI be subsets of § such that {kn}f are 
limit points for DonD I . We are given a NW function, 
Fo = Fo(k,t), on Do for the MSIM (4.2) and we want to 
produce another NW function, FI =FI(k,t), on DI for 
(4.2). The simplest case corresponds to Fo(k,t) = E(k,t). 
The strategy is the following. First it is convenient to look for 
a function F differing from FI by a normalization factor, i.e., 
condition (4.8) is not required for Fl' Here Fis generally 
defined on a subset D; bigger than D I • On one hand we 
characterize the behavior of Fin D; by looking for F(t) in a 
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fixed f!I( module for all I (isospectrality condition). Further­
more, in order to guarantee the uniqueness of F, we impose 
that FF 0- I satisfies some regularity condition in some ap­
propriate set DOl containing DonD; and admits some 
asymptotic structure at {kn }f. 

More precisely, we will say that a set 'ir of d X d matrix­
valued functions H(k), defined on D;, is an AM around the 
NW function Fo(k,/) on Do for the MSIM (4.2) if the fol­
lowing conditions hold: 

(1 ) 'ir is an f!I( module; (2) for each value of 
1= (t1,. .. ,/,), there is a unique function F(t)e'ir such that 

'" (i) the function F(t) =i=F(t) F 0" 1(/) defined",for kEDonD; 
has a "smooth" ~tension in DoJ,t. and (ii) F(t) belongs to 
d (DOl) with ll(F(t») = 1, i.e., F(k,t) admits AE's of the 
form 

F(k,t) -1 + i: ({JIm (t)k - m, k-+ 00, (4.12a) 
m=1 

F(k,t) - i: ({Jnm (t) (k - k n )m, k-+kn' 
m=O 

n=2, ... ,N; (4.12b) 

and (3) detF(k,/):;fOforkEDICD;. 
Then we have the following important property whose 

proofis given in Appendix B. If 'ir is an AM around the NW 
function Fo on Do for the MSIM (4.2), then it turns out that 

FI(k,/) =F(k,t)[detF(k,t)] -lid (4.13) 

is a NW function on DI for (4.2). 
By using ( 4.1 0) we conclude that starting from the solu­

tion 

go(t) = ~Fo(k,t)exp( - itl liCi)) 

ofthe MSIM (4.2) we can construct the new solution 

gl(t) = ~FI(k,t)exp( - It I liCi)). 

Thus we obtain an iterative procedure for generating solu­
tions to MSIM's and as a consequence to their associated 
standard integrable models [such as the AKNS hierarchy 
and the system (1.la)-(1.lc) identical with (3.43) and 
(3.41)] in the contractible cases. 

Note that the terminology in this paper is slightly differ­
ent from Ref. 9(b) where we use the ring f)( of f!I(-valued 
functions of t and we name AM the f)( module ;r of dimen­
sion I and of basis F(k,t). 

C. Construction of asymptotic modules 

First we remark that f!I( modules can be constructed in a 
natural way by means of Riemann-Hilbert and a problems. 

LetrbeanorientedcurveinS - {k,,}fandletG(k) be 
a d X d matrix-valued function defined on r. Let us denote by 
'ir the set of d X d matrix-valued functions, defined on 
D; = S - (rU {k" }f), whose left and right boundary values 
H ± on r exist and satisfy 

H_(k) = H+(k)G(k). (4.14) 
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Then 'lr defines an obvious !!II module. We recall that such 
Riemann-Hilbert problems appear in the Zakharov-Shabat 
dressing method. 12 

Now let us consider a d X d matrix-valued distribution 
R(k) withsupportinS - {kn}f. The set 'lrofd Xdmatrix­
valued functions H(k), defined on D; = S - {kn }f, which 
satisfy the a equation 

Jl! (k) = H(k)R(k), kES - {kn}f, 
Jk 

is also an obvious &? module. 

( 4.15a) 

It is known that a Riemann-Hilbert problem can be 
considered formally as a particular a problem. For this rea­
son we will only investigate the construction of AM's asso­
ciated with a problems. 

Let us prove that for an appropriate choice of the input 
function R (k), the &? module 'lr associated with (4.15a) is 
an AM around each of the NW functions Fo (k,t) considered 
in (a) and (b). 

(a) Here Fo(k,t) = E(k,t) (the elementary NW func-
tion). Then Do = D; = DI = DOl = S - {kn}f. The func­
tion F*F F 0- ) must satisfy the a equation 

JF A A N 
--=-(k) = F(k)R(k), kES - {knh, (4.15b) 
Jk 
A A 

with R(k) *Fo(k)R(k)F <> )(k). Here F must also admit 
AE's of the form (4.12). By applying the generalized 
Cauchy formula in a way similar to Refs. 9(a), 10(a), (c) 
one can see that F is a solution of the integral equation 

(4.15c) 

where J is the integral operator 

JF(k) =~fr dq A dq F(q)R(q). 
2l1T JR' q - k 

With reasonable assumptions on R (k), (4.15c) has a unique 
solution and det F( k) does not vanish. As a consequence 'lr 
is an AM around Fo. Note that iftr R(k) = 0, then we also 
have tr R (k) = 0 so that formula (4.15b) implies (J / 
Jk)detF=O. By using (4.12) we find detF=detF= I 
and the formula (4.13) becomes merely F) = F. Note also 
that the new NW function (4.13) can be computed easily 
when R(k) is a linear combination of delta functions. The 
corresponding new solution of the MSIM (4.2) will be 
called, in a wider sense, a multisoliton solution since it yields 
in some cases a multisoliton solution to a standard integrable 
model. 

(b) Here Fo (k, t) satisfies a a equation, 

J~O(k) = Fo(k)Ro(k), kES - {kn}f. 
Jk 

Then Do = DI = D; = DOl = S - {kn}f. The function 
F*FF 0- I must satisfy the a equation (4.15b) with 
R = Fo(R - Ro)F 0-

1 and admit AE's of the form (4.12). 
Similar to (a), Fis a solution of the integral equation ( 4.15c) 
and, with reasonable assumptions on R(k) and Ro(k), we 
conclude that 'lr is an AM around Fo. If tr Ro (k) 
= tr R (k) = 0, the formula (4.13) becomes F) = F. 
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D. Solitons 

There are other ways than using Riemann-Hilbert and 
a problems for constructing AM's. For example, we will now 
construct some AM's that are particularly appropriate for 
analyzing soliton solutions. 

Let Fo be a NW function analytic on a dense open set Do 
of S, where S - Do is made up of isolated points including 
the {kn}f and of some curves. Let ko and k b be two different 
complex numbers in Do and let M and Nbe two subspaces of 
Cd, such that Cd = M + N. Denote by 'lr the set of d X d 
matrix-valued functions H(k) analytic on D; = Do - {ko} 
with, at most, a single pole at k = ko and verifying (a) the 
coefficient R of (k - ko) - I in the Laurent expansion of 
H(k) at k = ko satisfies 

R(M) = {a}; (4.16) 

and (b) the value S of H(k) at k b satisfies 

SeN) = {o}. ( 4.17) 

It is clear that 'lr is an &? module. To show that it is an AM 
around Fo, let us look for functions F(t)E'lr such that 
F = FF 0- I has a continuous extension in DOl * S - {~} and 
admits AE's of the form (4.12). It is easy to see that Fmust 
be, in fact, analytic in S - {ko} (note that det Fo = 1). It 
follows that F can be written as 

F(k,t) = [1 + A (t)/(k - ko) ]Fo(k,t). 

Thus conditions (a) and (b) become 

A (t)Fo(ko,t) (M) = {a}, 

(k b - ko + A (t) )Fo(k b ,t)(N) = {a}. 

(4.18 ) 

(4.19a) 

(4.19b) 

If we assume that Cd can be decomposed into a direct 
sum of the subspacesFo(ko,t) (M) andFo(k b,t) (N) for all t, 
then we can determine projection operators pet) on Cd from 
the conditions 

Ker P(t) = Fo(ko,t} (M), 

Ran P(t) = Fo(k ~,t)(N). 

In this way (4.19) can be rewritten in the simpler form, 

A(1-P) =0, (kb -ko+A)P=O, (4.20) 

which immediately gives A = (ko - k b )P. Therefore there 
is a unique function F(t) satisfying the required conditions 
and 'lr is an AM around Fo. By using (4.13) we get the new 
NW function on D) = Do - {ko,k o}, 
F) (k,t) = [(k - ko)/(k - k b) ]d'id 

X (1 - [(k ~ - ko)/(k - ko)]P(t) )Fo(k,t), 
(4.21) 

where d I = dim N. The new NW function differs from the 
old one just by the presence of a Blaschke-Potapov factor. 3 

The interpretation of this result is that the new solution of 
the MSIM (4.2) has an additional soliton. This is in agree­
ment with Refs. 3 and 12 for the standard integrable models. 

As an example we consider the MSIM defined by the 
system of compatible flows (3.11 ) and (3.18) and choose for 
Fo the elementary NW function on Do = C - {O}: 

E(k,x,y,t) = exp( - i(kx + y/k - w(k)t)U3)' (4.22) 

while M and N are defined as 
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M = lin{( ~ I)}' N = lin{(: )}. 

Then we get 

I (eP+ eP-) P(x,y,t) = , 
2 coshp+ e- P- e- P + 

where 

p± = ±i[(ko+kb)x+ [l/ko=+=l/k~]y 

- (w(ko) + w(k ~ »)t]. 

The corresponding solution of the hierarchy (3.29) is char­
acterized by 

a l = (ko - k ~)(P - ~), a; = (1/kok ~ )a l, 

bo = (kolk ~) 1/2(1 + [(k ~ - ko)/ko]P). 

Clearly this solution represents a plane soliton. 

E. Reductions 

AM's are also suitable for constructing solutions to the 
MSIM (4.2), subject to lie on a reduced subgroup ~,_ of 
A 

f1 _. To illustrate this fact we consider the system (3.11)-
(3.18) with the reduction (2.17). Let Fo be a NW function, 
verifying 

ulFo( - k,t)ul = Fo(k,t) (4.23) 

and let Y be an AM around Fo such that uIH( - k)ul 
belongs to Yfor all HEY (the subsetsD, D;, DOl are sup­
posed to be symmetric with respect to 0). Under these as­
sumptions it is not difficult to see that condition (2) for 
AM's implies that (4.23) holds for the new NW function Fl' 
From (4.10) we conclude that the solutiong l (t), associated 
with F I , lies on the reduced subgroup. 

As an example, again let us take the elementary NW 
function (4.22) withw(k) being an odd polynomial in order 
to satisfy condition (4.23). Let ko and kb be two different 
complex numbers in Do = C - {o} and let M and Nbe two 
subspaces such that C2 = M ED N. We define Yas the set of 
2 X 2 matrix functions H( k), analytic on D ; 
= C - {O, ± ko}, with at most single poles at k = ± ko, 

and verifying that (a) the coefficients R ± of (k =+= ko) -I in 
the Laurent expansions of H(k) at k = ± ko satisfy 

R+(M) = {O}, R_ul(M) = {O}, 

and (b) the values S ± of H(k) at k = ± k ~ satisfy 

S+(N) = {O}, S_ul(N) = {O}. 

It follows that Y is an AM around Fo = E such that 
uIH( - k)u1 belongs to Yfor all HEY. Thus if we define 

M=lin{(b)}, N=lin{(:)}, 

the new NW function FI on D; = C - {O, ± ko, ± k~} 
turns out to be 

Xl+ o - o PE ( 
k k' ) 
k-ko 1 , 

where 
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_ (0 e
2P

) P1 - , o 1 

P2 = .!((1 + ae
4p

)( 1 + {3) 
r (1 + a)( 1 + {3)e2p 

- (1 + ae4P ){3e2P
) 

- (1 + a){3e4p , 

with 

a = (k~ - ko)/(ko + kb), {3= (k~ - ko)/2ko, 

p = - ik ~x - i(y/k ~) + iw(k ~ )1, 

r = 1 + {3 + (a - {3) e4P
• 

It is not difficult to compute the corresponding solution 
to the hierarchy (3.37). It is given by 

sinh(2cp) = 2i sinh(2p + 8)/cosh2(2p + 8), 

where 8 = 10g(i{3/i + {3). 
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APPENDIX A: STRUCTURE OF THE COEFFICIENTS Tn 

In this appendix we give a simple argument that proves 
that the coefficients r" of the formal series r in (2.14) are 
differential polynomials in the off-diagonal elements of 0 I' 

Moreover, we study some properties of the reduction (2.17). 
We begin by obtaining a differential equation for r. 

From (2.12a) and taking into account that r commutes with 
kr, we have 

axr= [(kr)_,r] = - [(kr)+,r]. 

Now 

(kr)+ = (ikgu~-I)+ = iku3 - i[u3,od. 

Therefore 

a"r= - ik[u3,r] + ,nu3,od,r]. (AI) 

Next we introduce some notation, 

i[u3,a l ] = - ~ ~), (A2) 

r= (~ _;). (A3) 

Observe that according to (2.13), tr r = O. Note also that the 
matrix elements q and s in (A2) are proportional to the off­
diagonal elements of a l [q= -2i(ol)12,s=2i(a1hd. 
From (2.14) we deduce that the matrix elements of r are of 
the form 

00 00 

/;- = ~ /;-"k -", ~ k -" ~ "'" ~ "1 = "'" "1" , ,,=0 ,,=0 
00 

r = L r"k -", So = i, "10 = ro = 0, 
,,=0 

so that (A1)-(A4) imply 

axs" = S"1" - qr", 
2i"1" + 1 = - ax "1" + 2qs", 

(A4) 

(ASa) 

(ASb) 

2ir,,+ 1 = axr" + 2ss,,· (ASc) 

With the only information given by (AS) we cannot guaran-
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tee that the coefficients of the formal series S, 1], and yare 
differential polynomials in q and s. Indeed, solving (A5a) 
would require boundary conditions on the x dependence of 
Sn, which are absent from our analysis. Nevertheless from 
(2.13) it is clear that r satisfies the constraint det r = 1, so 
that 

S2+Y1]= -1. (A6) 

This relation and (A4) imply 
n 

2Sn+1 = - L(S/Sn+I-I+YI1]n+I-/)' (A7) 
1=1 

Now it is obvious that (A5b), (A5c), and (A 7) form a sys­
tem of recursion relations that enable us to express the un­
knowns Sn' 1]n' and Yn as polynomials in q, s, and their de­
rivatives, with respect to x. For the sake of completeness, we 
list some of these polynomials: 

1]1=q, YI=S' 

1]2 = (i/2)qx, Y2 = - (i/2)sx' 

1]3 = -! qxx + ! q2s, Y3 = -! Sxx + ! q~, (A8) 

1]4 = - (i/8)qxxx + (3i/4)qsqx, 

Y4 = (i/8)sxxx - (3i/4)qssx' 

The AKNS equations (2.16) can thus be written in the form 
N N 

atq = 2i L a 11]1+ I' ats = - 2i L alYI+ I' (A9) 
1=0 1=0 

Let us assume now that the constraint (2.17) is satisfied. 
Then O'lalO'I = - a l and therefore 

q = s. (AW) 

On the other hand, (2.13) implies O'lr( - k)O'I = - r(k) 
and consequently 

0'I r2n O'I = - r2n , 0'Ir2n + 10'1 = r2n + I' (All) 

or equivalently, 

Y2n = -1]2n' S2n+ 1= 0, Y2n+ I = 1]2n+ I' (A12) 

In this way, Eqs. (A9) reduce to a single equation, pro­
vided a l = 0 for even I. For example, if w(k) = a 3k 3 we get 
the MKDV equation for q. 

APPENDIX B: CONSTRUCTION OF NW FUNCTIONS 
FROM ASYMPTOTIC MODULES 

Here we prove that the function FI (k,t) of (4.13) de­
fines a NW function for the MSIM (4.2). To this end let us 
consider the functions atiF. Since rr is an f!l? module and 
CCf!l?, it is clear that rr is also a complex vector space, so 
that under mild assumptions at,Fe W. The function Fo satis­
fies Eq. (4.7), so that 

(at,F)F 0- I = aJi' + FUo;, 

where 

Uo; = II (FoC;F 0- I )ef!l? 

(BI) 

On the other hand, by virtue of conditions (2) and (3) for 
AM's, we have 
AA A A A I A 

F,F- I and FUo; - II (FUo;F- )Fed(Dol ), 
A A A I A 

FUo; - II (FUo;F - )F 

= [(1- II)(FUo;F-I)]FeKer II. (B2) 

1672 J. Math. Phys., Vol. 30, No.8, August 1989 

Further, we assume that at,Fed'(Do1 ) and thatat,F can 
be asymptotically expanded through a term by term differ­
entiation of the series (4.12). Hence 

at,FeKer II. (B3) 

Next, we consider the function 

F'*at,F - II(FUo;F-1)F. 

We already know thatatFerr. Furthermore, since rris an 
f!l? module and Ran iI = f!l? then II(FUo;F-I)Ferr. 
Therefore F'err. Now from (Bl)-(B3) it follows that 

F'Fo-
1 = aJ+ FUo; - II(FUo;F-I)F 

belongs to d (Dol) and, more precisely, is an element of 
Ker II. As a consequence F + F'e'lr, (F + F') 
F 0- led (Dol) and II( (F + F')F 0- I) = 1. Therefore from 
condition (2) for AM's we deduce that F + F' = F. Hence 
F' = o and 

at,F = II (FUo;F - I )F. 

In addition, we note that (4.12) implies 

A A 

F(Ker II)F-ICKer II, 

so that 

II(FUo;F- 1) = II (FFoC;F O-IP-I) 

- II(F [(1 - II)(FoC;F o-I>]F- I) 

= II(FC;F- I), 

and the differential equations for F become 

at,F= II(FC;F-I)F. (B4) 

Finally, as tr II (FC;F -I) = 0, Eq. (B4) implies that 
at, detF= 0, while conditions (2) and (3) for AM's lead to 
AE's of the form 

00 

detF(k,t)-1 + L d1mk -m, k--+oo, 
m=l 

00 

det F(k,t) - L dnm (k - kn )m, k--+kn' (B5) 
m=O 

n = 2, ... ,N, 

with dnO #0. In this way, from (B4), (B5), (4.12), and 
( 4.9) for Fo, it readily follows that (4.13) is a NW function 
onD I for (4.2). 

I A. C. Newell, Solitons in Mathematics and Physics (SIAM, Philadelphia, 
1985). 

2A. O. Reyman, Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. 
(LOMI) 131, 118 (1983), translated in J. Sov. Math. 30, 2319 (1985). 

3L. D. Faddeev and L. A. Takhtajan, Hamiltonian Methods in the Theory of 
Solitons (Springer, Berlin, 1987). 

4M. J. Ablowitz, D. J. Kaup, A. C. Newell, and H. Segur, Stud. Appl. 
Math. 53, 294 (1974). 

'M. Mulase, Adv. Math. 54, 57 (1984). 
60. Segal and O. Wilson, Publ. Math. de I'IHES 61, 1 (1985). 
7R. Beals and R. R. Coifman, seminaire Ooulaouic-Meyer-Schwartz 
1980-81, expo 22, Ecole Polytechnique, Palaiseau; Physica D 18, 242 
(1986); M. J. Ablowitz, D. Bar Yaacov, and A. S. Fokas, Stud. Appl. 
Math. 69, 135 (1983). 

·Y. E. Zakharov and S. Y. Manakov, Funct. Anal. Appl. 19, 89 (1985). 
9M. Jaulent, M. Manna, and L. Martinez Alonso, (a) Inverse Prob. 4, 123 
(1988); (b) J. Phys. A 21, L 1019 (1988); (c) Phys. Lett. A 132, 414 

Jaulent, Manna, and Alonso 1672 



                                                                                                                                    

(1988); (d) J. Phys. A 22, L 13 (1989); (e) Phys. Lett. A 135, 438 
(1989); (f) J. Phys. A 21, L719 (1988); (g) "Asymptotic modules for 
solving integrable models," to appear in Inverse Prob. 

10M. Jaulent and M. Manna, (a) Inverse Problems with Interdisciplinary 
Applications, edited by P. C. Sabatier (Academic, New York, 1987); pp. 
429--444; (b) J. Math. Phys. 28, 2338 (1987); (c) Phys. Lett. A 117, 62 
(1986); (d) Inverse Prob. 2, L35 (1986); (e) 3, L13 (1987); (0 Eur-

1673 J. Math. Phys., Vol. 30, No.8, August 1989 

ophys. Lett. 2, 891 (1986). 
III. M. Krichever, Russ. Math. Surveys 32,185 (1977); G. Wilson, Philos. 

Trans. R. Soc. London Ser. A 314,393 (1985). 
12y. E. Zakharov and A. B. Shabat, Funct. Anal. Appl. 13,166 (1979). 
1lA. G. Reyman and M. A. Semenov-Tian-Shansky, Invent. Math. 54, 81 

(1979); 63, 423 (1981). 
14y. G. Drinfeld, Sov. Math. Dokl. 27, 68 (1982). 

Jaulent. Manna. and Alonso 1673 



                                                                                                                                    

Exceptional Lie algebras in terms of fermionic creation-annihilation 
operators 
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From the embedding Es:J D4 X D4, defining fermionic operators which transform, respectively, 
as the vectorial and spinorial representations ofD4, the algebra ofEs is constructed in terms of 
a bilinear in the fermionic operators. Then, by embeddings, the adjoint and fundamental 
representations of the other exceptional algebras are explicitly written. 

I. INTRODUCTION 

String theories have focused new, deep attention to the 
exceptional algebras. The renewed interest started with the 
remark that an anomaly-free superstring theory requires as a 
gauge group Es X Es or SO( 32 )/Z2• 1 It became still deeper 
with the observed relation between space-time supersym­
metry and exceptional groups in four-dimensional string 
theory. 2,3 

However, to our knowledge, no realization of the excep­
tional algebras has been given in terms of a bilinear in fer­
mionic creation-annihilation operators as for classical alge­
bras.4 For G2, such a realization can be obtained by its 
embedding in SO (7). This kind of formulation, besides the 
advantages of any explicit construction of the algebra, has 
revealed itself to be very useful for classical algebras as it 
allows an immediate connection with the second quantiza­
tion language and it provides a useful tool to build up repre­
sentations. 

The purpose of this paper is to propose such a formula­
tion for the exceptional algebras. There are two key points: 
(i) the embedding 

E8:JD4XD~, (1.1) 

with the corresponding decomposition of the 248 (adjoint) 
representation 

248 = (28,1) + (1,28') + (8v,8~) + (85 ,8;) + (8c,8;) 
( 1.2) 

where we have denoted with 28,8v,85 ,8c, respectively, the 
adjoint, the vectorial, and the two spinorial representations 
of D4, in Dynkin notation,5 respectively, (0100),(1000), 
(000 1 ), (00 10); (ii) the definition of fermionic operators 
that transform, respectively, as the 8v,85 , and 8c, and the use 
of the triality property. 

In Sec. II, we recall the construction of the D 4 algebra in 
terms of fermionic creation and annihilation operators, 
which transform as the 8" and introduce fermionic operators 
transforming as the 85 and 8c • In Sec. III, the exceptional 
algebra Es is explicitly written using the decomposition 
( 1.2). In Secs. IV and V, by the embeddings E j + 1 :J Eo the 
adjoint and fundamental representations of E7 and E6 are 
explicitly written. 

a) On leave of absence from Dipartimento di Scienze Fisiche, Universita di 
Napoli, Italy. 

The realization of the algebra F4 (G2 ) is obtained by the 
folding of the algebra E6 (D4), and is presented in Sec. VI, 
(Sec. VII), together with the fundamental representation. 

11.04 AND ITS FUNDAMENTAL REPRESENTATIONS 

In this section, we recall the well-known construction of 
D4 in terms of a bilinear in fermionic operators and intro­
duce fermionic operators that transform as the spinorial rep­
resentations. One starts with four fermionic creation (anni­
hilation) operators a/ (a j ), which satisfy 

i,j = 1,2,3,4, 

{aj,aj } = {a;+ ,aJ} = 0, (2.1 ) 

{ai, a) = Dij' 

The 28 generators of D4 are given by (i,j = 1,2,3,4) 

h; = aiai> 

a/ a/, aja;, a/ aj , a/ aj (i <j). 

(2.2a) 

(2.2b) 

The generators of Eq. (2.2b) correspond to the roots 
(e; + ej ), - (e; + ej ), (e; - ej ), and (ej - ej ). The sim­
ple positive generators (i.e., the generators corresponding to 
simple positive roots) are 

(2.3 ) 

The generators of the Cartan subalgebra (in the usual Car­
tan-Weyl basis) are 

H; =h; -h;+l 

H4 = h3 + h4 • 

(I = 1,2,3), 
(2.4 ) 

The commutation relation can be easily worked out by 
Eq. (2.1) using 

[AB,CD] = A{B,C}D - C{A,D}B 

+ {A,C}DB - AC{B,D}. 

They are (i,j,k,l = 1,2,3,4) 

[h;, hj ] = 0, 

[hj,a/ a k+ ] = (Dij + D;k )a/ ak+ , 

[h;,a/ ak] = (Dij - D;k )a/ a k , 

[a;+ aj,ak+ at] = Djka/ at - Di/a/ aj , 

[a j+ a/ ,ak+ at] = Di/a/ ak+ - Djla/ ak+ , 

[ a/ a/ ,ajaj ] = h j + hj , 

[a/ aj,a/ a;] = h; - hj . 

(2.5) 

(2.6) 
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The other commutation relations can be worked out by Her­
mitian conjugation. 

The eight operators a;,a j transform as the Sv representa­
tion ofD4, as can be easily seen from Eqs. (2.1) and (2.2). In 
particular, we have 

(2.7) 

The highest weight (h. w.) is at. 
To have a realization ofthe spinorial representations S5 

and Sc in terms of operators, we introduce 16 fermionic oper­
ators labeled by a quadruple of numbers (b l, bz, b3 , b4 ), 

whereb j (i = 1,2,3,4) belongs to { - ~, !}. We divide this set 
into two (eight-dimensional) subsets, denoted by a and P, 
that are specified, respectively, by an even (odd) number of 
b j equal to ~, and define a Hermitian operation: 

(F b;,b"b"b
4 

) + = F _ b" _ b" _ b,. _ b. • (2.S) 

We can naturally identify the subset {a} with the S5 and the 
subset {P} with Sc,as we shall see. We denote each element 
of these subsets by lower indices, written in increasing order, 
assuming a value between 1 and 4, and identifying the 
numbers b j equal to ~ in a+, P +. 

So we have, e.g., 

al/2 1/2 1/2 1/2 = a li34' 

a_ I/2 -1/2 -1/2 -I/Z = a 1234, 

al/2 -1/21/2 -1/2=a l'J, 
PI/Z 1/2 1/2 -1/2 = P li3' 

PI/2 -1/2 -1/2 -1/2 = Pt· 

These operators satisfy 

{a+,a+} = {a,a} = {p+,p+} = {P,p} = 0, 

(2.9) 

{ali34,aIZ34} = 1 {at ,akJ = 8 jJjj J, (2.10) 

{P/,Pj }=8ij. 

As we have 

S5 ® Ss = 35 EIl2S Ell 1, 

Sc ® Sc = 35' Ell 2S $ 1. 
(2.11 ) 

We can also realize the algebra D 4 in terms of a bilinear of the 
forma+ aorp + p. Using Eq. (2.10), it is immediate to write 
a bilinear in a or P that satisfies the analogous relations of 
Eq. (2.6). We can make the following identifications: 

a/ a/ ~ali34at ~f3 ij1P;Ji (k < I), 

a/ aj ~aJ af ~P / f3j (i <j,k < I), 
1 4 

ali34aI234~- I hi> 
2 j~1 

at aij~.l (hj + hj - I hk), 
2 k #j-¥oj 

P/pj~.l (h j - I hk ). 
2 k-¥oj 

(2.12) 

It is convenient to introduce an overabundant notation, 
with the following relations (no sum over repeated indices): 
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aij = EijkJak1 , 

pj = EijkJPjtJ, 

aij+ = - a/ (i<j), 

f3ij1 =TJPtcijk) (i<j<k), 

(2.13) 

(2.14) 

where TJ is the parity of the permutation P acting on the 
labels ijk. The a+, a+, P + are not independent due to the 
relation (triality property) 

Ss ® Sc = 56 Ell Sv, 

(2.15 ) 

Sv ® Sc = 56" EIlS5. 

From consistency conditions on the transformation proper­
ties of a+, a+, P + under the algebra of D4 written in the 
three forms a + a, a + a, and P + P, we deduce the following 
(j < k < I, i,j,k,1 = 1,2,3,4): 

[a/ ,a li34] = 0, [a j ,a li34] = Pi> [a/ ,ajt] = P ij1, 

[aOajt] = 8ijP t - 8jkf3/, [a/ ,P/] = aij+, 

[a j+ ,Pj ] = 8ija li34' [a/ ,pJJ] = aijkJ' 

[aj,p JJ] = a k1 , [P j+ ,ajt ] = EijkJaJ' 

[f3j,ajt] = 8ijat - 8 jk a/, [P / ,a I234 ] = 0, 

(2.16 ) 

and the ones obtained by Hermitian conjugation. If two 
equal indices appear in a + or 13 + on the rhs of Eq. (2.16), 
then the commutation has to be read as vanishing. From Eq. 
(2.16) and the identity 

[[A,B],C] = [A,[B,C]] + [[A,C],B], (2.17) 

one can compute the action ofthe algebra D4 (in any of its 
realizations) ona+, a+,p +, and the commutation relations 
that will be needed in the following sections. In particular, 
we have 

[h j ,a li34] = ~ali34' 

[hj,ajt] = (8ij + 8jk - ~)ajt , 

[hj,P/] = (8ij -1)13/, 
[h;,P jtd = (8ij + 8jk + 8jJ - Pf3 jtJ' 

(2.1S) 

The h. w. of the representation S5 (Sc) is a li34 (P li3 ). 
For the needs ofSecs. IV and V, it is convenient to study 

in some detail the following embedding in D4, 

D4 ::)Dz + D; ~ A I•R +AI,L +A ;.R +A ;.L' (2.19) 

The adjoint and fundamental representations of D4 decom­
pose as follows: 

2S = (3,1,1,1) + (1,3,1,1) + (1,1,3,1) 

+ (1,1,1,3) + (2,2,2,2) 

in terms of a bilinear on a + a, 

at a2+, a2a l , hI + h2, 

at az, a2+ aI' hI - hz, 

a3+ a4+ , a4a3, h3 + h4, 

a3+ a4, a4+ a3, h3 - h4 , 

A. Sciarrino 

(2.20) 

(2.21a) 

(2.21b) 

(2.21c) 

(2.21d) 
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at a/, a3+ a2, a2+ a/, al+ a4, al+ a4+, 

a3+ aI' a4a2, a/ a2, 

a2+ a4, a2+ a4+ ,at a3, a4al> a4+ aI' 

a3a2, at a3, a3al, 

8v = (2,2,1,1) + (1,1,2,2), 

al+, a2, at, aI' 

a3+ , a4, a4+ , a3, 

8s = (1,2,1,2) + (2,1,2,1), 

ajt, a21, aj;;, a2~' 

a 1134 , a 12, a 34, a 1234, 

8c = (1,2,2,1) + (2,1,1,2), 

P 114,P214'P 1+ ,Pt, 

P 113'P 3+ ,p 114'P 4+' 

(2.2Ie) 

(2.22) 

(2.23a) 

(2.23b) 

(2.24 ) 

(2.25a) 

(2.25b) 

(2.26) 

(2.27a) 

(2.27b) 

The states in Eqs. (2.2Ie), (2.23), (2.25), and (2.27) 
have been written (up to a factor) following the con­
vention of applying the lowering operator 
(J'_.dK'(J'_.R)K'(J_.dK'(J_.R)K. to the h.w. (first 
state on the left), where KIK2K3K4 is a naturally ordered 
quadruple of numbers (K; = 0, I). 

III. REALIZATION OF E. 

Now using the embedding (1.1) and the results of Sec. 
II, it is an easy task to write the algebra ofEg• We introduce 
for D~ independent sets offermionic operators a,a,p, which 
will be labeled by indices running from 5 to 8 and which 
satisfy Eq. (2.1), and among themselves, analogous rela­
tions ofEq. (2.16). 

Explicitly we have (with slightly abusive, but simplified 
notation) (iJ,k = 1,2,3,4, m,n,p = 5,6,7,8, i<j<k, 
m<n<p) 

a/ a/ ' a/ aj, hi' and H.c., 

a;:; an+, a;:; an' hm' and H.c., 

a/ a;:; , a/ am' and H.c., 

a 1134 a;:;n , ai/a5~78' and H.c., 

aI134a5~78' a1134a567g, and H.c., 

ai/ a;:;n, 

(3.la) 

(3.lb) 

(3.lc) 

(3.ld) 

P;JkP ;:;np, P;JkP;:;, P / P ;:;np' P / P;:; . (3.le) 

Each set of operators in Eq. (3.1) corresponds to a term on 
the rhs of Eq. (1.2). 

The simple generators are, with reference to the labeling 
of Fig. 1 (r= 3,4, ... ,8), 

(3.2a) 

and the corresponding Cartan generators are 

HI =~(hl +hg - ± hs), 
2 5=2 (3.2b) 

H2=hl+h2' Hr=hr_I-hr_2' 
Let us remark that generators bilinear in {a} corre­

spond to roots of the forms ± e;, ± ej (i,j = 1, ... ,8) (i.e., 
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FIG. 1. Dynkin diagrams for the exceptional algebras with the labeling of 
simple positive roots. 

the roots ofDgCEg ); generators bilinear in {a},{p} corre­
spond to roots of the form 

~ i: e; ( - 1) V(i), L v(i) even, 
2 ;= I 

which form the 128 representation ofDg. 

IV. REALIZATION OF E7 

To obtain a realization of E7 in terms of a bilinear in 
creation and annihilation operators, we consider the maxi­
mal embedding5

•
6 

Eg::JE7 + AI (4.1) 

and the corresponding decomposition 

248 = (133,1) + (1,3) + (56,2). (4.2) 

We identify the algebra AI in Eq. (4.1) with the algebra 

a7+ a8+ , aga7, h7 + hg • (4.3) 

We make this choice in order to obtain the simple positive 
generators ofE7 as a subset of the simple positive generators 
ofEg• 

We can identify easily the terms of the adjoint (dim 
133) and fundamental (dim 56) representations ofE7 as the 
terms which are, respectively, singlets and doublets under 
Eq. (4.3) in Eq. (3.1). We obtain explicitly for the adjoint 
the generators of Eq. (3.la) and (iJ,k = 1,2,3,4, m, 
n = 5,6,p = 7,8) 

A. Sciarrino 1676 



                                                                                                                                    

a;:; an+ , a;:; an' and H.c., 

hm' hn' 
a7+ ag, ag+ a7, h7 - hg, 

a/ a;:;, a/ am' and H.c., 

aI134a;:;P' aI234a;:;p, a/ a;:;p, 

fJ ijtfJ s~P' fJ;JkfJ / ,fJ / fJ s~P' fJ / fJ p+ , 

and for the fundamental 

a/ ap+, a/ ap' and H.c., 

a;:; ap+ , a;:; ap' and H.c., 

aI134aS~78' a 1134 a S6' and H.c., 

a 1234aS~78' a 1234aS6' and H.c., 
+ + + + + aij a S678 , aij a S678' aij a S6' aij a78' 

( 4.4a) 

(4.4b) 

(4.4c) 

(4.5a) 

(4.5b) 

fJ ;JkfJ ;:;78' fJ ;JkfJ ;:; , fJ / fJ ;:;78' fJ / fJ ;:; . (4.5c) 

To write Eqs. (4.4) and (4.5), we used Eqs. (2.21e), (2.23), 
(2.25), and (2.27) with a four-units shift in the indices. 

The simple generators are given by Eq. (3.2), omitting 
the value r = 8. 

V. REALIZATION OF Ea 

The construction of E6 is most easily obtained by the 
maximal embedding 

(5.1) 

and the corresponding decomposition of the adjoint repre­
sentation of E7, 

133 = (78,0) + (1,0) + (27, - 1) + (27,1). (5.2) 

The generator of U (1) in Eq. (5.1) is given by 

(5.3 ) 

By looking to the transformation properties of Eqs. (3.1 a) 
and (4.4) under Eq. (5.3), we can identify the 78, 27, and 

27. 
The 78 is explicitly given by Eq. (3.1a) and 

hs, 2h6 + h7 - hg, 

a j+ as+ , a/ as, and H.c., 

a 1134 a6"7 , a I 234a 6"7 , a / a6"7 , 

a t134 a s1 ,aI234as1, a/ a s1, 

fJ ;JkfJ S~7' fJ ;JkfJ t , fJ / fJ S~7' fJ / fJ g+ • 

The 27 is given by 

as+ a6, aSa6, a7+ ag, 

a/a6, a j a6, 

a t134 a s"7, aI234as"7, a/ a s"7, 

fJ ijtfJ t , fJ / fJ 7+ • 

(5.4 ) 

(5.5) 

The simple generators are given by Eq. (3.2) omitting the 
indices r = 7,8. 

VI. REALIZATION OF F4 

To build up F4, we use its maximal embedding in E6. 
Moreover, we use the property that the Oynkin diagram of 
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F 4 (see Fig. 1) can be obtained by that of E6 by the following 
"folding" 7 associated to the outer automorphism r in E6 
defined by 

(6.1 ) 
r(a3) = as, r(al) = a6· 

Labeling by a prime the simple (positive) roots ofF 4' we 
have 

a; = !(a3 + r(a3») = !(a3 + as), 

a~ = !(al + r(al») = !(al + a6). 

(6.2) 

So, for the simple positive and Cartan generators we obtain 
(omitting the prime) 

EI = al+at, E2 = a3+a2, 

E3 = a2+ al + a4+ a3, E4 = fJ t fJ g+ + as+ a4, 

HI = hi + h2' H2 = h3 - h2' 

H3 = h2 + h4 - hi - h3' 

H4 = l.(hl + hg + 2hs - 2h4 - ± hm). 
2 m=2 

The remaining 20 positive generators are given by 

at a3+, a3+ al - a4+ a2, a3aS+ - fJ 2+ fJ 8+' 

(6.3) 

at a/ + at+ a4+, a2a5+ + fJ 3+ fJ 8+' at a5+ - fJ 113fJ 8+ , 

a4+ ai' at at, alas+ - fJ t fJ g+ , a3+ at, 

at a5+ - fJ 114fJ 8+ , a 1234a 51 , a3+ a5+ + fJ 114fJ 8+' (6.4) 

a l1 a s1, at a2 + a l1 a s1, a 11 a s1, 

a 21 a 51 + al~ a s1, a2~ a 51, a3~ a s1, a 1134 a s1· 

The negative generators are found by Hermitian conju­
gation. 

In order to write explicitly the fundamental (26 dim) 
representation of F 4' let us remark that in the embedding, 

E6 ::JF4 • (6.5) 

The 78 and 27 representations of E6 decompose as 

78 = 52 + 26, 

27 = 26 + 1. 

(6.6) 

(6.7) 

It is easy to identify the singlet ofF4 in the 27 given by 
Eq. (5.5); it is 

(6.8) 

So the 26 is given by Eq. (5.5), neglecting the term 
(6.8). 

VII. REALIZATION OF G2 

Finally, for completeness, we also write a realization of 
the (14 dim) algebra G2• We can obtain it by a procedure 
analogous to the one followed in Sec. VI, starting from 0 4 
and considering the folding associated to the third-order au­
tomorphism of the Oynkin diagram of 0 4, We obtain for the 
simple positive and Cartan generators (1 == long root, 
2 == short root) 
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EI = a/a3 , E2 = a l+a2 + a3+a4 + a3+a4+, 

HI = h2 - h3, H2 = hI - h2 + 2h3• 
(7.1) 

The remaining four positive generators are 

at a3 - a2+ a4 - a2+ a/, at a4 + at a/ + a2+ a3+, 

In the embedding, 

D4 :::>G2• 

(7.2) 

(7.3) 

The adjoint and fundamental vectorial representations ofD4 
decompose as 

28 = 14 + 7 + 7, 

8=7+1. 

(7.4 ) 

(7.5) 

Thus we can realize the 7 dim fundamental representation in 
three different forms, the h.w. being, respectively, 

(7.6) 

VIII. CONCLUSIONS 

We have presented a realization of the exceptional alge­
bras and of their fundamental representations in terms of a 
bilinear in two independent sets of three (not mutually inde­
pendent) octuples of fermionic operators, transforming as 
the three fundamental representations of D4 • The triality 
property has played an essential role in this construction. 

Let us remark that we have obtained for the fundamen­
tal representations of exceptional algebras (except G 2 ) ex­
pressions that are bilinear in fermionic fields. 

From the obtained results, one could discuss the embed­
ding of classical algebras, in the same spirit of Ref. 6. Just to 
give an example, we discuss the physically relevant 
embedding 

~:::>D6XAI:::>D5XAlxU(1). (8.1) 

The 133 decomposes as 

133 = (66,1) + (1,3) + (32,2) 

= (45,1,0) + (1,1,0) + (10,1,1) + (10,1, - 1) 

+ (1,3,0) + (16,2, - P + (16,2,~), (8.2) 
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and we obtain (g,h,i = 1,2,3,4) (j,k = 1,2,3,4,5) (p = 7,8) 

(45,1,0)=a/a:,a/ak ,hj , and H.c., (8.3a) 

(1,1,0) =h6 , (8.3b) 

(10,1,1) =a/ a6+, aja/, 

(10,1, - 1) =a/ a6 , aja6 , 

(1,3,0) =a7+ as, a s+ a7, h7 - hs, 

(16,2, - p=aii34a5~' aI234a5~' ah;a5~' 

f3 gtf3 / ' f3 / f3 p+ , 

( 16,2,p =aii34a6~' aI234a6~' a h; a6~' 

f3 gt.if3 5~P' f3 i+ f3 5~P' 

(8.3c) 

(8.3d) 

( 8.3e) 

(8.3f) 

( 8.3g) 

The (66,1) is formed by Eqs. (8.3a)-(8.3d) and (32,2) by 
Eqs. (8.3f) and (8.3g). 

In this way, we have obtained [Eqs. (8.3f) and (8.3g)] 
an expression for the spinorial representation of D5 . How­
ever, one could generalize the idea of fermionic operators of 
the type introduced in Sec. II for D4 to describe fermionic 
representations of any orthogonal B or D algebra, which 
could be interesting in several contexts, e.g., to obtain a real­
ization of the exceptional superalgebra F ( 4 ). 
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Restricting potential to the space spanned by the eigenvectors of the recursion operator leads 
to a natural constraint of potential and a finite-dimensional integrable Hamiltonian system. 
The general method for proving the consistency of the two systems stemming from the Lax 
pair and obtaining the constants of the motion for the Hamiltonian system is illustrated by the 
classical Boussinesq and AKNS hierarchies. By using gauge transformation, similar results for 
the Jaulent-Miodek and Kaup-Newell hierarchies are presented. 

I. INTRODUCTION 

It is known that many finite-dimensional integrable 
Hamiltonian systems can be obtained by restricting infinite­
dimensional integrable Hamiltonian systems to finite-di­
mensional invariant submanifolds of their phase space (see, 
for example, Refs. 1-5). Imposing some boundary condi­
tion, some finite-dimensional invariant submanifolds of the 
phase space can be obtained from the variational approach. 
Consider an integrable evolution equation 

u t =K(u), (1.1 ) 

where u is supposed to tend to zero rapidly as Ixl tends to 00 

or is periodic in x. Let Fo(u), ... , FN(u) be differentiable 
conserved functionals for the flow ( 1.1) and denote the gra­
dient of Fj with respect to the L2 scalar product by G Fj (u); 
then it is shown by Gardner et al.6 and Lax 7 that solutions of 

N 

GF" (u) - L GFj(u) = 0 
j=1 

( 1.2) 

form an invariant set for the flow (1.1). If the eigenvalue A of 
the eigenvalue problem in the Lax pair associated with ( 1.1 ) 
is a conserved functional under the flow (1.1), from (1.2) 
we can obtain that 

N 

GF,,(u) - L G;'j =0 
j=1 

(1.3 ) 

determines an invariant submanifold corresponding to 
( 1.1 ). We can conclude that the two systems obtained from 
the Lax pair under the constraint condition ( 1.3) are consis­
tent. For example, consider the Korteweg-deVries (KdV) 
hierarchy 

u t =DLnu, n = 1,2, ... , (1.4 ) 

where L is called the recursion operator defined by 

L= _~D2-U+~fu dx. 
4 2 x 

The eigenvalue A of the Schrodinger eigenvalue problem 

(1.5 ) 

is a conserved functional under the flows (1.4) and G;. = ¢J2 
(see Refs. 6 and 7). Take Fo(u) to be the first conserved 
functionalfor (1.4), that is, Fo ( u) = S u dx; from ( 1. 3) and 
(1.5) we obtain that 

N 

U = L (Aj¢JJ + ¢JJx) , 
j=1 

which leads to the well-known Neumann system (see Refs. 1 
and 2). If we take Fo(u) = !Su2 dx, the second conserved 
functional for (1.4), we have that 

N 

U = L ¢JJ ( 1.6) 
j=1 

is an invariant submanifold under the whole hierarchy of 
flows (1.4). This implies that the system of Neumann type 
obtained from (1.5) and the system obtained from the time 
part of the Lax pair under the constraint condition (1.6), 
respectively, are consistent. 

However, if u is required neither to tend to zero as Ixl 
tends to 00 nor to be periodic in x, we cannot start from 
( 1.2). The constraint condition ( 1.3) and the consistency of 
the two systems mentioned above cannot follow from the 
variational approach either. In this general case, we want to 
show that the system of Neumann type can be obtained in a 
straightforward way by restricting the integrable evolution 
equations to an invariant subspace of the recursion operator. 
Based on the work by Caos we propose a general method to 
prove the consistency of the two systems without any bound­
ary condition and to present the constants of the motion for 
the system of Neumann type. 

In Sec. II the main idea is illustrated by the hierarchy of 
the classical Boussinesq equations.9 Restricting the potential 
to the linear space spanned by the eigenvectors of the recur­
sion operator leads to a natural constraint condition on the 
potential and ensures this space to be left invariant by the 
recursion operator. This allows us to prove the consistency 
of the two systems for the whole hierarchy and to construct 
the constants of the motion for a system of Neumann type. 
We believe that these constants are in involution and the 
system is an integrable Hamiltonian system. Also, the solu­
tion of this system is shown to satisfy a certain stationary 
equation in the hierarchy. In Sec. III the system of Neumann 
type is shown to possess the Painleve property, to which im­
plies that the system is integrable. Then the method is ap­
plied to AKNS hierarchylo in Sec. IV. 

In Sec. V, we want to point out that using the gauge 
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transformation, which transforms an eigenvalue problem to 
another one, similar results for the later hierarchy can be 
deduced from those for the former hierarchy; the transform 
relation between these two systems of Neumann type can be 
established easily. For example, similar results for the Jau­
lent-Miodekll and Kaup-Newell l2 hierarchies are obtained 
in this way. 

II. THE GENERAL METHOD 

We now illustrate the main idea by the classical Boussin­
esq hierarchy9 

n (Qnx) (q) 
U, = L Ux = Rnx ' U = r ' 

with 

d 
D=-, 

dx 

- ! D 2 + q + ! qxD -I) 
! (r+ r"D -I) , 

(2.1 ) 

It is known that Qn and R n are polynomials of q, r, and their 
derivatives. Equation (2.1) is associated with the eigenvalue 
problem 

¢xx =M¢, M= _;2+ q _!r+;r (2.2) 

and the evolution equation of ¢, 

¢, = - !BX¢ +B¢x, (2.3) 

where 
n 

B=Ibk;n-k, (2.4) 
k=O 

with the definition 

bo = 1, (2.5) 

The solvability condition of (2.2) and (2.3) reads as 

¢xx, -¢'xx = [M, +!Bxxx -2BxM-BMx]¢=O. 
(2.6) 

Inserting (2.4) and (2.5) into (2.6) gives 

M, + ! Bxxx - 2BxM - BMx 

= q, - Qnx + (; - ! r) (r, - Rnx) (2.7) 

which, together with (2.6), obtains (2.1). Indeed, (2.1) can 
be deduced from (2.2) and (2.3) without requiring any 
boundary condition at infinity for q and r. Here we define the 
integral constant of D - 1 appearing in L to be zero. Thus, for 
example, the first equation in the hierarchy (2.1) reads as 

(q) = (QIX), fQI) = ( - ! rxx + qr) . 
r I R 1x \R 1 q+!r 

First we need to find the "eigenvector" for L. Define 

LO=(!lr -!D
2
+q+!qx1o) 1 -ix'd 

1 1 
' 0- y, 

2 r +! rx 0 Xu 

where Xo is a fixed arbitrary constant. It is easy to check that 
if ¢ satisfies (2.2), then 

LoWx =;\Ifx +eux ' 
where 
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(2.8) 

(
; - ~ r)¢2) 2 

W = ¢2 ' e = -!¢ I X = Xo • 

We now consider the following system intead of (2.2): 

¢jXX = Mj¢j' Mj = -;J + q-! r + ;jr, j= 1, ... ,N, 
(2.9) 

where ;j #;1 when j# 1. If <I> = (¢I""'¢N) satisfies 
(2.9), from (2.8) one obtains 

LoWjx = ;jWjX + ejux , 

where 

(2.lOa) 

(2. lOb) 

Let ii denote the linear subspace of the domain of Lo 
spanned by {W1x, ... ,W Nx}' Ifwe restrict Ux to ii, that is, 

N 

U = I aIW/=/(<I», (2.11) 
1=1 

then it is clear that ii is left invariant by Lo. This property 
allows us to prove all the results for whole hierarchy (2.1). 

Under the constraint condition u = / (<1», we have the 
following systems from (2.2) and (2.3): 

¢jXX =~¢j' ~ =MjI A , j= 1, ... ,N 

and 

¢jl = -! Bjx¢j + Bj¢jx, j = 1, ... ,N, 

Bj = ± bk;;-kl ' 
k=O A 

(2.12) 

(2.13) 

where the subscript A means to substitute u = / (<I» into the 
expression. Since (2.12) and (2.13) can be changed into 

similar systems by setting ¢j = .JCt; ¢j' \IIj = aj Wp and 
u = l:J"= 1 \IIj, one can take al = 1 without loss of generality. 
Then (2.11) becomes 

u =/(<1» = f Wj , /(<1» = (:1;(<1») 
j= 1 h(<I» , 

(2.14a) 

which is equivalent to 
N 

r=h(<I» = I ¢i, 
1=1 (2.14b) 

q =iJ(<I» = I~I ;/¢i - ~ C~I ¢iY , 

and (2.12) reads as 

¢jXX = [ -;J + I~I ;/¢i - ! C~I ¢i)2 +;j I~I ¢i ]¢j , 

j= 1, ... ,N. 

We will show that under the constraint condition 
(2.14), (2.12) and (2.13) are naturally consistent. This en­
sures that the submanifold of the phase space 

H = {u = j~1 Wj I <I> satisfies (2.12) } 

is left invariant by all the flows in the hierarchy (2.1). Since 
system (2.12) is obtained by restricting the infinite-dimen­
sional integrable Hamiltonian system to the finite-dimen­
sional invariant submanifold of its phase space, it is sup-
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posed5 to be an integrable system. Indeed, we will show in 
Sec. III that system (2.12) possesses the Painleve property. 

Following the procedure applied to the KdV equation, 8 

we now propose a general method to prove the consistency of 
(2.12) and (2.13) and give the constants of the motion for 
(2.12). 

Lemma 2.1: Let cI> satisfy (2.13), F= (F1, ... ,FN)T, 
and 

Fi = <PjXX - ~IA<Pj . (2.15 ) 

Then 

Fi, = BjFix + ~ BjxFi 

- <Pj [q, - Qnx + (tj - ~ r)(r, - R"x)] IA . 
(2.16) 

Proof: By (2.13) and (2.15), it is found that 

Fi, = (<pjXX' - ~'<Pj - ~<Pj,) IA 
= [ - ! Bjxxx<Pj + ~ Bjx<Pjxx + Bj<pjxXX - ~,<Pj 

+! Bjx~<pj - ~Bj<pjx] IA 
= BjFix + ~ BjxFi - <Pj [~, + ! Bjxxx 

- 2Bjx Mj - BjMjx ] IA , 
which leads to (2.16) by using (2.7). 

Theorem 2.1: Let cI>(x,t) be a solution to (2.13) and 
cI>(x,O) be a solution to (2.12). Then ct>(x,t)satisfies (2.12) 
and u =/(cf» satisfies (2.1). 

Proof: Using (2.15), a direct calculation gives 

Lo'fljx = tj'fljX + ejux + Gj , 

where 

G,. = (GG21~.) = ( - !Fix<P,o· - ~Fi<pjX), 21 , ej = - !<pj x = x" . 

Then it is easy to show by induction that 
N N 

Loux IA = I tj'fljX + a l I 'fIjX + G(l), 
j= I j= I 

N k 

L~uxiA = I 'fIjX I amty-m+G(k), 
j=1 m=O 

where 
rn-I 

ao= 1, am = I a/>m_I' 
1=0 

N 

80 = 1, 81 = I t j - I ej , 

j=1 

Ck+1 = [Rk IA - jil <PJ Ito CitY-I] Ix=xo 

(2.17) 

(2.18a) 

(2.18b) 

k k I 

N k-I 

G(k)= I Gj I amty-m-I+LoG(k-l). (2.18c) 
j= I m=O 

Using the identity 

L (;:) = Lo(;:) + Pk+ Ie:). Pk+ I = ~ Rk I X=~ , 
we have 

Lux = Loux + Plux' PI = !rlx=xo ' 
k 

Lkux = I PmL~-mux, 
m=O 

where 

Po= 1, Pm =!Rm-Ilx=x". 
By (2.17) and (2.20), one can deduce that 

L kUxl A = ± Pk_ILbux I 
1=0 A 

= Lto Pk - 1 jil 'fIjX mto amtj-m 

+ Ito Pk - IG (/)] IA 

N k =" 'fl. "Cf'~-I+G(k) 
~ 'x ~ I~, ' 
j= I 1=0 

where 

(2.19) 

(2.20) 

(2.21a) 

Co = 1, CI = ± amPI_m I ' G(k) = ± Pk_IG(/). 
m=O A 1=0 

(2.21b) 

Equation (2.21a) gives 
N k 

RkxlA = I (<pJ)x I CltY-I + Gik) , 
j= I 1=0 

(2.22a) 

Qkx IA = jil [(tj - ~ Iii <P7)<PJ Lito CltY-I + G\k) , 

which lead to 
N k 

RklA = I <PJ I Cltjk-l+loGik)+Ck+I' 
j= I 1=0 

QklA = jil <PJ Ito Clt;-{tj - ~ m~1 <p~) 
-k -+IoG\ ) + Ck+2 . 

(2.22b) 

By (2.lOb), (2.18), (2.19), and (2.21b), it is found that 

=2Pk+1 +2 I CI8k_ I+1 =2Pk+1 +2 I I a mPI_m 8k_I+1 
1=0 1=0 m=O 

k 1 k 

=2Pk+1 +2 I Pk-l I am81_ m+1 =2Pk+1 +2 I a1+IPk-l 
1=0 m=O 1=0 

=2Ck+l · 
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In the same way, we have Ck+ 2 = 2Ck+ 2 by using QIcx = Rk+ I,,, -! (rRk )". Hence 
N k 

Rkl.4 =2bk+1 = L ¢J L C/~;-1+2Ck+1 +IoG~k), (2.23a) 
j=1 1=0 

Qkl.4 = J~I ¢J Ito C/~;-{~j - ~ m~1 ¢!.) + 2Ck+2 + IoG\k) . (2.23b) 

N N n k-I 
= L L ¢m¢mx¢J L L CI(~"m-k~;-I-I_~j-k~~-I-I) 

m=lj=1 k=I/=O 
N N n 

+ L (¢!.)x~"m + L (¢!.)" L Ck~"m-k+Eln) 
m=1 m=1 k=1 

N n 

= L (¢!.)" L Ck~"m-k+Eln), 
m= I k=O 

with 

Ecn)= ~ ~ ,.n-k"" [_~"" GCk-I)+"" lGCk-I)] 
2 £.. £.. ~ m 'f'm 2 'f'm 2 'f'm" 0 2 , 

m=1 k=1 

where we use the identity 

(2.24) 

Hence 

(r -R )1 - -E(n) - -G(n)=E(n) , n".4- 2 2 - 2 • (2.25) 

Similarly, notice that 

n k-I n L L C/(~"m-k+ I~;-I-I - ~j-k+ I~~-I-I) = L CI(~"m-I- ~j-/) 
k= I 1=0 1=0 

(2.26) 

and we have 

N N N n k- I 

2 L ~m¢m¢m'= L L ¢m¢mx¢J L L CI(~"m-k+I~;-I-I_~j-k+I~~-I-I) 
m=1 m=lj=1 k=I/=O 

N n 

+ L (¢!.)" L Ck~"m-k+1 +E\n) 
m=1 k=O 

N N n N n 

= L L ¢m¢mx¢J L CI(~"m-I_~j-/) + L (¢!.)" L Ck~"m-k+I+E\n) 
m=lj=1 1=0 m=1 k=O 

N n 1 N n 

=r L ¢m¢m" L C/~"m-I--r" L ¢J L C/~j-1 
m=1 1=0 2 j=1 1=0 

N " + L (¢!.)" L Ck~"m-k+ 1+ E\n) , 
m= I k=O 

(2.27) 

where 

-E(n)- ~ ~ "" ,.n-k+I[_~'" -G(k-I)+"" lGCk-O] 
I-£.. £.. 'f'm~ m 2 'f'm 2 'f'm" 0 2 . 

m=1 k=1 

Thus 
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N N 

(q, - Qnx) 104 = 2 I tmt/Jmt/Jml - 2r I t/Jmt/Jml - Qnx 104 
m=1 m=1 

N n 1 N n 1 N n 

= I (t/J!.)x I Ckt~-k+I+-r I (t/J!.)x I Clt~-I--rx I t/JJ I Clt;-I 
m=1 k=O 2 m=! 1=0 2 j=1 1=0 

+ Eln) - r f (t/J!.)x i Ckt~- k - rEin) - f [(tj _.l r)t/JJ] i Clt;-I- GIn) 
m=1 k=O j=1 2 x 1=0 

N 
- -E(n) _ ~ j,Z-E(n) _ -G(n)=E(n) 
- 1 ~ 'Pj 2 1 - I • 

j=1 

Observe that each term of E \ n) and E in) contains at least one 
component of F, Fx, ... and 

amE(n) I (E(n») 
--m- =0, E(n) = :n)' m =0,1, .... 

ax PeO E2 

Using (2.25) and (2.28), (2.16) becomes 

- 3-
Fj, = BjFjx + 2" BjxFj 

.I. [E (n) + (r 1 ~ j,2)E (n)] - 'Pj I '::>j - -2 ~ 'PI 2 • 
1=1 

Since ct>(x,O) satisfies (2.12), we have 

F(x,O) =0 

and 

amFI =0, m = 0,1, ... 
axm 1=0 

which, together with (2.29) and (2.30), yields 

am+IFI 
axmat 1=0 

=0, m = 0,1, .... 

It is easy to show by induction that 

am+IF I 
axm at l 1=0 

=0, m,1 = 0,1, ... , 

which implies 

F(x,t) =0 . 

(2.29) 

(2.30) 

Then we complete the proof by using (2.15), (2.25), and 
(2.28). 

Remark: Theorem 2.1 shows that the submanifold of 
the phase space 

H = {u = f (cfJ) IcfJ satisfies (2.12)} 

is left invariant by all the flows in the hierarchy (2.1). 
Lemma 2.2: The constants of the motion for (2.12) have 

the following recursion relations: 

Ck+1 =.lRkl _.l f t/JJ ± Clt;-I, k=O,I, ... , 
2 A 2 J= 1 1=0 

or 

Ck+2 =.lQk I 
2 A 

(2.31a) 

_.l f t/JJ ± Clt;-I(tj _.l f t/J;"). 
2 j=! 1=0 2 m=1 

(2.31b) 
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(2.28) 

Proof If ct> satisfies (2.12), it is found from (2.21) by 
taking F=O that 

N k 

L kux 104 = I 'I1jX I Clt;-I, (2.32) 
j= 1 1=0 

where 

CO = 1, 1 I I CI =- L amRI_ m_ 1 , 
2 m = 0 A,x = >;, 

1 m-I N I _ m-p-! 2 am - - - L ap I t j t/Jj . 
2 p=o j= 1 x=x.. 

aO = 1, 

However, (2.32) implies that the constants C['s only depend 
on tl, ... ,tN' ct> and have nothing to do with XO' In other 
words, C[ takes same value for different XO' Thus C[ 's are the 
constants of the motion for (2.12). We have the following 
formulas for CI : 

Co = 1, C[ =.l ± amRI_ m _ 1 I ' 
2 m=O A 

a O = 1, 
1 m-I N _ ~ ~ r m-p-lj,2 am - - - ~ ap ~ '::> j 'Pj . 
2 p=O j=1 

Then using (2.23) immediately gives (2.31). 
In particular, calculating (2.31) gives 

+ .l j r - .f t/JJ)] I = 0 , 2'\ J= I A 

C3 = - : [jtl t NJ + jtl t/JJx 

N N 1 (N )3] 
- j~1 t/JJ m~/mt/J;" +4" :i~/J . 

Theorem 2.2: If ct> is a solution to (2.12), then u = f ( cfJ ) 
satisfies a certain higher order stationary classical Boussin­
esq equation 

N-I 
LNux + L dkLkux =0, 

k=O 
(2.33 ) 

where the dk's are some constants determined by tl, ... ,tN' 
CI"",CN ' 

Proof Set 
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N 

p(~)=(~-~I)'''(~-~N)=~N+ L gk~N-k; 
k=1 

(2.34a) 

then 
N 

p(~j) =~r+ L gk~r-k=o. (2.34b) 
k=1 

Using (2.32) gives 
N N N k 
L dkLkux = L 'I1jX L d k L Cm~;-m 

k=O j= 1 k=O m=O 

N N k 

= L 'I1jX L ~r-k L CmdN_k+m' 
j= 1 k=O m=O 

TakingdN = 1 and 
ok 

or 

L CmdN_ k + m =gk' k= 1, ... ,N, 
m=O 

k 

dN_k=gk- L CmdN _ k + m, k=l, ... ,N, 
m=1 

(2.35) 

we then complete the proof by using (2.34) and (2.35). 

III. THE INTEGRABILITY OF SYSTEM (2.12) 

Introducing the canonical variables 

system (2.12), namely, 

N 

"'iXX = - ~;"'j + "'j L ~/"'; 
1=1 

3 (N)2 N 
- -:- "'j L "'; + ~j"'j L ",;, j = 1, ... ,N, 

4 1= 1 1= 1 
(3.1) 

can be written in the canonical form 

dPm ~H 
--= ---, 
dx ~qm 

dqm ~H 
--=--, 
dx ~Pm 

(3.2) 

where the Hamiltonian function H is given by 

2ajO [k(k - 2)ajk + 3iajO f alk] = hk' j = 1, ... ,N, 
1=1 

k-I k-2 

+ ~ (f q;)3 = - 2C3 . 
8 1=1 

Lemma 2.2 shows that 

Ck+2 =~Qkl 
2 A 

- ~ j~1 "'; Ito C/~;-{~j - ~ m~1 "'~). 
k= 1,2, ... (3.3 ) 

are the constants of the motion for the Hamiltonian system 
(3.2). However, Theorem 2.2 implies that when k>N, Qk 

depends on QI , ... ,QN' Thus we have the following proposi­
tion. 

Proposition: C 3, ... ,C N + 2 given by (3.3) are the N-inde­
pendent constants of the motion for (3.2). 

We now show that system (2.12), namely (3.1), pos­
sesses the Painleve property. Notice that 

"'j"'j== ~ ("';)xx-("'jx)2 

=~ (",,2) _~~ [(",,2) ]2 
2 'l'J = 4 "'; 'l'J x 

if we call "'; = "'j' then (3.1) is equivalent to 

2"'j"'j= - #x = [ - 4~; + 4 1~1 ~/"'I - 3C~1 "'It 
+ 4~j I~I "'/]#' j = 1, ... ,N. (3.4) 

Assume that 

"'j = 1 f ajdx - XO)k, j = 1, ... ,N (3.5) 
(x - xo)a k=O 

satisfies system (3.4). A leading order analysis shows that 
a = 1. Substituting (3.5) into (3.4 ), it is found that ajO satis­
fies 

( f alO)2 = - 1 
1=1 

(3.6) 

and the recursion relations for ajk are 

(3.7) 

hk = L (m - l)(k - 3m + 3)ajm aj,k_m - 4~; L ajm aj,k_m_2 
m= 1 m=O 

k-I m N 

+ 4 L L ajpaj,m_p' L (~I + ~j)al,k_m_1 
m=Op=O 1= 1 

k-I k-I m N N k-m k-I N N 
+ 3 L ajpaj,k_p - 3 L L L alp L an,m_p L ajqaj,k_m_q - 3a~ L L alp L an,k_p . 

p=1 m=lp=O/=1 n=1 q=O p=I/=1 n=1 

If we call 

A (k) = (A J/», A Jlk) = 2ajO [k(k - 2)~jl + 3iajO] , 

a(k) = (a1k, ... ,aNk)T, j(k) = (ftk""/Nk)T, 

then (3.7) can be written as 
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A (k)a(k) = f(k) . (3.8) 

A direct calculation gives 

detA (k) = 2Na lO •• ·aNO (k + t )kN-I(k - 2)N- I(k - 3) . (3.9) 

We note that the recursion relations (3.8) are not defined at k = - 1,0, ... ,0,2, ... ,2,3. These values of k are called resonances 
N-I N-I 

and correspond to points where arbitrary constants are introduced into the expansion (3.5).10 At each such resonance 
consistency demands that the rhs of (3.8) satisfies a compatibility condition-thereby ensuring the indeterminacy of the 
corresponding ajk . 

From (3.7) we find that 

k=O, (f alO)2 = -1, 
1= I 

N 

k = 1, ajl = ap L tlalO - 2itjap, j = 1, ... ,N, 
1=1 

N N 

L all = - i L tlalO , 
1=1 1=1 

N ( N )2 N 
I~I t1all = I~I tlalO - 2i 1~1 tialO . 

(3.10) 

(3.lla) 

(3.11b) 

(3.11c) 

By using (3.10) and (3.11), one obtains from (3.7) for k = 2 that 

(3.12) 

Equations (3.10) and (3.12) show that 0<0) and a(2) only need to satisfy one equation, respectively. Therefore, N - 1 compo­
nents of 0<0) and 0<2) are undetermined constants, respectively. For k = 3, calculating (3.7) and using (3.11) give 

- 3ap all m~ I am2 + 2tj ap a12 + 4tj aj l all + 2ajl tlalO m~ I tmamO ] - 2itjaj2 

=/;" j= t, ... ,N. (3.13) 

By (3.10), (3.11), and (3.12), it is found that 

jil (3aj3 + 3iap IiI a/3 ) = 0 , 

jil/;' = - 2 IiI tlQIO [3 jil aj2 + 3{il tjap r 
+ 4 f tJap ] = 0 

J= I 

which, together with (3.9), indicate that one component of 
0<3) is an undetermined constant. Thus there are a total of2N 
undetermined constants. (The resonance at k = - 1 corre­
sponds to the arbitrariness of Xo itself.) Therefore, system 
(3.4) possesses the Painleve property. 10 This suggests that 
systems (3.1) and (3.4) are integrable Hamiltonian sys­
tems. 

IV. APPLICATION OF THE METHOD 

The general method proposed in Sec. II can be applied 
to other hierarchies, for example, to the AKNS hierarchy 10: 

u,=2iJL"u, u=c), J=(~ ~J, (4.1) 

with 

1685 

L =~(D- 2rD-
I
q 

2i - 2qD- Iq 
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d 
D=- D-ID=DD- I = 1. 

dx' 

Here we define the integral constant of D - I appearing in L 
to be zero and do not require any boundary condition at 
infinity for u. The eigenvalue problem associated with (4.1) 
is the AKNS problem 

<Px = M<p, M = ( - it q(X,t») ,/, (<PI) 
r(x,t) it ' 'f'= <P2 • (4.2) 

The time evolution equation for <P is 

<p, = N<p, N = (~ ! A) , (4.3) 

where 

(;:) = L k-IU , ( 4.4a) 

ao= -i, ak =D-I(qCk -rbk ). (4.4b) 

It is known that ak, bk, and Ck are polynomials of q, r, and 
their derivatives. 

The solvability condition of (4.2) and (4.3) reads as 

<Px, - <P,x = {M, - Nx + [M,N]}<p = 0 , (4.5) 
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where [M,N] = MN - NM. Substituting (4.4) into (4.5) 
gives 

M, -Nx + [M,N] = ( 2°. 
r, - lCn + 1 

q, + 2ibn + I) 
° ' (4.6) 

which leads to (4.1). 
Consider 

~jX = ~~j' ~ = ( - :b
j i~)' ~j = (::) , 

j= 1, ... ,N, 

where bk =l=bl when k =1= 1. 
Ifwe call 

'1'. = ( rP~j ) 
J ,/,2' -'f'lj 

Lo = .l (D - 2rI~ 
2i - 2q1oq 

it is easy to check that if~ satisfies (4.7), then 

Lo'l'j = bj'l'j+ eju, 

where 

ej = - irPljrP2j lx=x" . 

(4.7) 

(4.8a) 

(4.8b) 

Let iI denote the linear subspace of the domain of the Lo 
spanned by {'I'I"'" 'I' N }. If we restrict u to iI, that is, 

N 

u =/(~) = L aj'l'j , (4.9) 
j= 1 

then it is clear that iI is left invariant by Lo. This property 
plays an important role in the proof of all the results for the 
whole hierarchy. 

Under the constraint condition (4.9), we have the fol­
lowing systems from (4.2) and (4.3): 

~jX = Mj~j> Mj = ~ lA' j = 1, ... ,N 

and 

(4.10) 

~j' =Nj~j' ~ =NIA',"=,"J' j= 1,,,.,N, (4.11) 

where the SUbscript A,b = bj means to insert u = /( ~) into 
the expression, and to take b = bj· 

Without loss of generality, one can consider the follow­
ing constraint condition instead of ( 4.9) : 

N 

U = L 'l'j =/('1') ( 4.12a) 
j=1 

or 
N N 

r = L rP~j' q = - L rPij . (4.12b) 
j= 1 j= 1 

Then (4.10) reads as 
N 

rPljX = - ibjrPlj - L rPilrP2j , 
1=1 

N 

rP2jX = L rP~lrPlj + ibjrP2j' j = 1,.",N. (4.13) 
1=1 

We will see later that the submanifold of the phase space 

1686 J. Math. Phys., Vol. 30, No.8, August 1989 

Ii = {u = itl 'l'j 1 ~ satisfies (4.10) } 

is left invariant by all the flows in the hierarchy (4.1). This 
suggests that (4.10) is an integrable Hamiltonian system. 
Indeed, (4.10) can be reduced to a completely integrable 
Hamiltonian system called the confocal involutive system. 8 

In order to prove that systems (4.10) and (4.11) are 
naturally consistent, we now assume that ~(x,t) satisfies 
(4.11) and set 

- (F1j). Fi = ~jX - ~~j' Fi = F
2j 

, ] = 1,,,.,N, ( 4.14) 

F = (Fw".,FIN;F21,,,.,F2N) T • 

Lemma 4.1: Let ~ (x,t) be a solution to (4.11). Then 

- ( ° q, + 2ibn + I) .1 Fi, = ~Fi - 2' ~J • r, - lCn + lOA 

(4.15 ) 
Proof: 

Fi, = ~jX' - Mj'~j - Mj~j' 

= (~X~j +~Mj~j +~Fi -~I~j -~N;~j)IA 

= "F0Fi - (~, - Njx + [~,N;] )~j IA , 
which completes the proof by using (4.6). 

Ca08 has shown that the following theorem holds for the 
first three equations in the hierarchy (4.1) by direct calcula­
tion. We now use the general method to prove Theorem 4.1 
for the whole hierarchy. 

Theorem 4.1: Suppose that ~(x,t) satisfies (4.11) and 
~(x,O) satisfies (4.10). Then ~(x,t) satisfies (4.10) and 
u = l:J"= 1 'l'j is a solution to (4.1). 

Proof: Using (4.14), a direct calculation gives 

LolJlj = bj'l'j + eju + Gj , 

where 

ej = - irPljrP2j Ix = Xo ' 

(4.16a) 

Gj = -iUlo(FljrP2j+F2jrPlj)-{::~;:~)' (4.16b) 

Hence 
N N 

Loul A = L bjlJlj + a l L IJIj + G(l) , 

j= 1 j= I 

N k 

L~uIA = L IJIj L ambf-m+G(k), 
j= 1 m=O 

where 
m-I 

ao = 1, am = L Dm _Ial , 
1=0 

80 =1, 81 = -ijtJj-IrPljrP2jlx=x,,' 

N k-I 

(4.17 ) 

(4.18 ) 

( 4.19) 

G(k) = L G
j 

L ambf- m- I +LoG(k-I). (4.20) 
j=1 m=O 

By (4.4), it is found that 

(4.21a) 

where 
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13k =iaklx=Xo = [iD-1(qCk -rbk)]lx=Xo' (4.21b) 

Using (4.21) obtains 
k 

Lku= L f3k_ ILbu, (4.22) 
1=0 

with 130 = 1. By (4.18) and (4.22), one can deduce that 

LkUIA=jtl'l1jltohl;t-/IA +G(k), 

where 

I 

ho= 1, hi = L a m f31_m, 
m=O 

N 

rrt IA = 2r L t/J2jt/J2jt 
j= I 

(4.23a) 

(4.23b) 

k 

G(k) = L f3k_1 G (l). 

1=0 
From (4.4) and (4.23) we have 

and 

2rak = 2rD -I(qck - rbk ) = - 2ick + I + ckx , 

2qak =2qD-I(qCk -rbk ) = -2ibk+ 1 -bkx • 

(4.24b) 

Hence 

N n I N 
= j~1 k~1 t/J2j;;-k(2rckt/Jlj - 2rakt/J2j) A + 2irj~1 ;;t/J~j 

N n [ N k-I 
= j~1 k~1 t/J2};; - k 2rt/Jlj m~ I t/J~m I~O hi; ~ - 1- I + 2rt/JljG lk - I) 

N k 

+ 2it/J2j L t/J~m L hl;~-I + 2it/J2jG lk) 
m=1 1=0 

Using (2.24), (4.25) becomes 
N n 

rrtl A =2ir L t/J~j L hk;;-k+rHln) , (4.26) 
j= I k=O 

where 

BIn) = jtl ktl t/J2j;;-k[2t/JljG\k-l) 

+ 2i t/J G(k) -~t/J G(k-I)] r 2j I r 2j Ix . 

Hence 

(r -2ic )1 -H(n)_2iG(n)=H(n) (4.27) 
t n+1 A- I I - I . 

In the same way, one can obtain 

(qt + 2ibn + I) IA = jtl ktl t/Jlj; j - k[ - 2¢J2jG ik - I) 

+ 2i,/, .G(k)+~'/' .G(k-I)] 
'f'1} 2 'f'1} 2x 

q q 

(4.28) 

Then the final argument in the proof of Theorem 2.1 can be 
used to complete the proof. 

Remark: The submanifold of the phase space H is left 
invariant by all the flows in hierarchy (4.1). 

Lemma 4.2: The constants of the motion hi's for (4.10) 
satisfy the recursion relations 

hi = i ± amal_ m I ' 1 = 1,2, ... , (4.29) 
m=O A 
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(4.25) 

N m-I 
ao = 1, am = - i L t/Jljt/J2J L ap;j-P-I. 

j=1 p=o 
Proof If <I> satisfies (4.10), from (4.23), we obtain by 

taking Fj == 0, 
N k 

LkulA = L 'I1j L hl;t- I, (4.30) 
j= I 1=0 

which implies that the constant hi' defined by (4.19), 
(4.21b), and (4.23b), is independent ofxo. Thus hi's are the 
constants ofthe motion for (4.10) and satisfy (4.29). 

Calculating (4.29) gives 

N 

hi = i L t/Jljt/J2j , 
j=1 

In the same way as we did for Theorem 2.2, we have the 
following theorem. 

Theorem 4.2: If <I> is a solution to (4.10), then 
u = ~f= l'I1j satisfies a certain higher order stationary 
AKNS equation 

N-I 
L NU + L dkL kU = 0 , 

k=O 
(4.31 ) 

where the constants dk's are determined by ;1" .. ';N' 
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ht,···,hN • 

Equation (4.10) can be written in Hamiltonian form: 
~H ~H 

<Pljx = - ~<P2j' <P2jx = ~<Plj , (4.32) 

where the Hamiltonian function His 
1 N N N 

H = 2 j~1 <pij m~ t <P~m + i j~1 ;j<Ptj<P2j = - h2 + hi· 

Lemma 4.2 and Theorem 4.2 lead to the following corol­
lary. 

Corollary: The N-independent constants of the motion 
for (4.10) or (4.32) are ht, ... ,hN defined by (4.29). 

V. THE APPLICATION OF BACKLUND AND GAUGE 
TRANSFORMATION 

(i) The Jaulent-Miodek hierarchy 11 

- L- n- - (lJ) u, = ux ' U = r ' 
with 

- (0 L= 
1 

-lD 2 + lJ+ HxD-t) 
r+ PxD-t 

is associated with the following eigenvalue problem: 

(5.1 ) 

<Pxx =M<p, M= _;2+lJ+V. (5.2) 
It is known 13 that there exists the Backlund transformation 
between u and u, which is a solution to (2.1) and (5.1), 
respectively: 

lJ=q-lr, 
r= r. (5.3 ) 

Under the transformation (5.3), (2.2) is transformed to 
(5.2) and vice versa. Using (2.14b) and (5.3) immediately 
gives the natural constraint for u, u = / (<1», namely, 

N 

r = L <pJ=h(<1» , 
j~1 

N 3 (N )2_ 
lJ = L ;j<PJ - - L <PJ =h (<1» . 

j~1 4 1~t 
(5.4) 

Under the constraint condition (5.4), the finite-dimen­
sional integrable Hamiltonian system deduced from (5.2) is 
the same as (2.12), that is, 

<PjXX = [ -;J + I~I ;1<P7 - ! C~I <P7 r 
+;j f <P7]<Pj, j = 1, ... ,N. (5.5) 

I~I 

Using the Backlund transformation (5.3), we can gain simi-
1ar results for the Jaulent-Miodek hierarchy from ones for 
the classical Boussinesq hierarchy. 

Theorem 5.1: Let <1>(x,t) be a solution to (2.13) and 
<1>(x,O) be a solution to (5.5). Then <1>(x,t) satisfies (5.5) 
and u =/(<1» satisfies (5.1). 

Theorem 5.2: Let <1> be a solution to (5.5). Then 
u = / (<1» satisfies a certain higher order stationary Jaulent­
Miodek equation 

_ N-I_ 

L N
- " d L N

-
k

- 0 Ux + £.. k U x = , (5.6) 
k~O 
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where the dk's are determined by ;t' ... ';N and the constants 
of the motion for (5.5) or (2.12). 

(ii) Consider the Kaup-Newell eigenvalue probleml2 

,pIx = - is 2,p1 + Sql,p2' 
,p2x = srl,pl + iS 2,p2· 

By the transformation 

,pI = (l/S)~I , 
,p2 = ~2' 
S2=;, 

(5.7) is equivalent to 

~Ix = - i;~1 + ;ql~2 , 
~2x = rl~1 + i;~2 , 

which is associated with the hierarchy 

- D:r n- - (rl) U, = LJ U, U = ql ' 

where 

(5.7) 

(5.8) 

(5.9) 

(5.10) 

L =.l (D + irlD -lqlD irlD -lrlD ) 
2i iqlD-IqlD -D+iqID-lrID . 

Following the same procedure as applied to the AKNS hier­
archy, we find that the natural constraint for u is 

u = / (<I» = f ( ~~j - 2 ) • 

j~ I - (l/;j )<plj 
( 5.11) 

Under the constraint condition (5.11), one obtains, from 
(5.9), 

~ljX = - i;j~lj - (f ; ~i/);j~2j' 
I~ I ~I 

~2jX = (f ~~I)~lj + i;j~2j' j = 1, ... ,N, 
I~I 

(5.12) 

which can be shown to possess the Painleve property. Thus 
(5.12) is supposed to be an integrable system deduced from 
(5.9) in a natural way. 

In general, it is not easy to find the transform relation 
between two integrable systems. However, the gauge trans­
formation, which transforms one eigenvalue problem to an­
other, provides a simple way to obtain the transform relation 
between two systems deduced from these two eigenvalue 
problems, respectively. 

The system (4.10), namely, 

N 

<Pljx = - i;j<Plj - L <Pil<P2j , 
I~I 

N 

<P2jX = L <P~/<Plj + i;j<P2j, j = 1, ... ,N, 
I~I 

(5.13 ) 

is an integrable Hamiltonian system. It is known 14 that there 
exists the following gauge transformation between (4.2) and 
(5.9): 

and 

<PI = A.~I + ~ iqlA.~2 , 
<P2 = A. -1~2 

Y. Zang and Y. Li 
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r = A. -2rl , 

where 

A. = exp(J~ ~ iq1rl dY) . 

(5.14b) 

Equations (5.14) transform (5.9) to (4.2). Using the sys­
tem deduced from (5.14a), 

tPlj = A.~lj + ! iqIA.~2j> 
tP2j = A. -1~2j' j = 1, ... ,N, 

it is found from (5.14b) and (5.11) that 
N N 

r = A. - 2 L ~~j = L tP~j , 
j= I j= I 

1 2 [1 2 ~ ;;'2 1. ~ (21' - I;;';;' ) ] q = /l, - ql £,; 'r2j - - '£,;:. j 'rlj'rljx 
4 j= 1 2 j= 1 

= _,12 f (~Ij +~iql~2j)2 = - f tPij . 
j=1 2 j=1 

Hence the formula 

- 1. N 1 -2-tPlj = A.tPlj - - iA. L - tPlltP2j , 
2 1=1 ~I 

tP2j = A. -1~2j' j = 1, ... ,N, 

with 

A. = exp[ - r ~i f ~~il f ~~m dY] 
JXo 2 1=1 ~I m=1 

(5.15 ) 

gives the transform relation between (5.12) and (5.13). 
Since (5.13) is equivalent to the well-known confocal invo-
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lutive system,8 (5.12) can also be reduced to the confocal 
involutive system by using (5.14b) and (5.15). 
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The integral formula of the family index theorem and its equivariant version are derived by use 
of a path integral, analogous to such a proof of the Atiyah-Singer index theorem, but without 
supersymmetry. Some formulas explicitly presented here should be useful in applications of the 
family index theorem to physics. 

I. INTRODUCTION 

The family index theorem of Atiyah and Singer l was 
proved again by Bismut,2 using Quillen's superconnection 
formalism3 and the estimation of probability method. This 
proof is closely related to the physicist's proof of the Atiyah­
Singer index theorem.4-6 It is expected that, if we adopt some 
appropriate Hamiltonian r'!lated to the superconnection, the 
family index theorem and its equivariant version can also be 
proved by path integral representation instead of by estima­
tion of other methods. Besides the proof being of interest to 
physicists, the explicit exposition of formulas will be useful 
in some physical applications of the family index theorem, 
especially in the study of determinant bundles in which both 
mathematicians and physicists are most interested recent­
ly.7-9 In this paper, we demonstrate the path integral proof of 
the formula of the family index theorem, assuming that the 
formulation of this theorem in superconnection formalism is 
known. The application of our proof will be considered in a 
separate paper. I would like to point out that although the 
integral formula of family index is well-known, the one of 
equivariant family index seems to be new, to the best of my 
knowledge. 

To begin with, let us review some necessary preliminar­
ies presented in Ref. 2 upon which our proof is based. Sup­
pose X is a fibered manifold 1T: X -+ B with fiber space M, an 
even-dimensional spin manifold. Define a vector bundle 
over X with fiber Tx M, which is the tangent space along M at 
point x. This bundle is denoted as TM and the tangent bun­
dle of X can be decomposed in some way as 
TX = TM EI1 TH X, where TH X is the horizontal part of TX. 
Given a metric gM on TM, one then has a related metric on 
t:. ( TM), the spin vector bundle corresponding to TM. This 
metric enables us to define the Dirac operator D. If in addi­
tion there is a vector bundle E and a connection A on it, we 
define the Dirac operator coupled to E via A, namely, the 
Dirac operator acting on t:. (TM) ® E. 

The "family index" is defined as the Chern character of 
index bundle Ind D = Ker D - Coker D. The latter is well­
defined, since M is even dimensional so Ys can be defined to 
split a spinor into parts of positive and negative chirality. 

Suppose B is endowed with a metric gB and its lift is to 
be one of TH M. TX then has a metric g = gM EI1 gB' VL is the 
Levi-Civita connection of metric gM EI1 gB' Connection VM of 
TM is defined by VMV = PM VL V, where VETM and PM is 

a) On leave from the Center of Astrophysics, University of Science and 
Technology of China, Hefei, Anhui, People's Republic of China. 

the projection operator from TX to TM. Further, let VB de­
note both the Levi-Civita connection of gB and its lift as one 
of THX. Note that V = VM EI1 VB is a connection of TX and 
differs from VL by a tensor S:VL = V + S. Let V = dyC:X Via' 
where dya ,fa are bases of T!jM and its dual space, respec­
tively. Then D + V is a Quillen'S superconnction3 that sends 
an even element into an odd one and vice-versa. Let 

E = iYa U<S(ea )ebJa )iYb dya + ~<S(ea )faJp)dyc:x dyf3 

- ~ (S( fc:x )eaJp )dyC:X dyf3], 

where ea is a orthonormal basis of TxM, and Y matrices 
satisfy {Y,,'Yb} = 28ab · D + V + E is also a superconnec­
tion. 

The following result is proved in Ref. 2: Let 
1= (D + V + E)2 and Jf3 be such an operator correspond­
ing to metric gMI{J(fJgB' then str exp( - ~ Jf3) 

= tr Y5 exp( - ~ Jf3) represents Ch(lnd D), where 

Ch(R) = exp( - R /2) if R is the curvature form. The 
proof is analogous to the proof of a similar theorem in the 
original paper of Quillen. 3 

Based on this theorem, we prove the formula of family 
index in Sec. III. Section II is devoted to a detailed discussion 
of geometric data, which will be used in Sec. III and is useful 
in some applications of the family index theorem. In Sec. IV, 
we prove the equivariant version of the family index 
theorem. We shall point out that our proofis acceptable only 
to physicists, and replaces only the probability proof of Bis­
mut,2 which is rigorous but not familiar to physicists. 

II. GEOMETRIC DATA 

For an open set offibered space X, let there be a triviali­
zation, {x",ya} , yC:X are the coordinates of base space B, and x" 
are the coordinates of fiber M. The tangent space of X at x is 
TxX = {a .. ,ac:x} and cotangent space is T~X = {dx",dyC:X}. It 
is easy to see that the bundle TM defined in the last section 
has a basis of trivialization Tx M = {a i }. Suppose TX is de­
composed in a way that TX = TM (fJ THX. THX can be 
written in general as T!jX = {aa + f~aJ, where f~ are 
some functions of {xi,ya}. Having T!jX well-defined means 
that, under the coordinate transformation of 
Xi = Xi(X,y)J~ transforms as 

(2.1 ) 

Thereforef~ can not always be taken as zero. Also, it is the 
transformations Xi that determine the structure of fibered 
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space X. Note that I~ may be viewed in some sense as a 
"connection." Bundle T HX is the lift of bundle TB on X, and 
the lift a:: of aa is aa + I~ai' The dual of TX can be decom­
posed as T*X = T*MGl T*HX such that T*M and T*H X 
are orthogonal to TM and TH X, respectively. Locally, 
T~X = {dxi - I~ dya} Gl {dya}. Let metrics gM and gB be 
defined as in the last section so gM = gij dxi 

® dxi, 
gB = gaP dya ® dyf3. Metric g = gM Gl gB is given by 

g = gij (dXi - I~ dya) ® (dx j - 1 ~ dyf3) + gaP dya ® dyf3. 
(2.2) 

Now the Dirac operator D on fiber My is defined com­
pletely by g ij' but the family of D depends on the structure of 
fibered space X and thus depends on/~. The components of 
the Levi-Civita connection defined by the metric gij are de­
noted by r~. Let the components of the Levi-Civita connec­
tion VL be defined as follows: 

V~1fff = r~pak + r~pa~, 
vfi;aj = r~ak + qa~, 
V~1fj = r~jak + r~ja~, 
vfi,a:: = r~aak + riaa~. 
After some calculations, we obtain 

r~ = r~ r~p = r~p, 
rij = rj; = -! ~p(affgij + giJ~J + gjJ~,i)' 
i_i ; i_ "kfl raj - rja -laJrja - -gapg' r jk , 

r~p = - r~ = !(a~~ - a:r~), 

r p - rP - g ,./JYr'j 
ai - fa - ij15-· J. 'rao 

(2.3 ) 

(2.4 ) 

These formulas enable us to calculate the curvature of the 
connection V. In proving the family index theorem, we need 
to know only its components restricted to TM, namely, 
R 5(A,B), ABeTX. These components are 

R 5kl = R 5kl' 
i H iii I i R jap = a arPj + rpjral - (a~/3) - 2rapr ii' (2.5) 
; i Hi; I iii rl R jka = raj,k -aarjk - r kl raj - ra/rjk - rljJ a,k' 

where indices a, /3 indicate that the components are taken in 
basis a::. The following formula can be easily proved by use 
ofEqs. (2.4) and (2.5), although the calculation is rather 
tedious: 

RijaP = - gjk rita r~ J - gik r~PJ + gjk r~p,i 

- r~pgij,k + 2r~prtgkj' (2.6) 

It is not easy to see the fact that the components of cur­
vature Rab in the orthonormal frame are asymmetric in in­
dices a and b. This fact will become obvious later. Since in 
Sec. III we will use the tangent space approximation to cal­
culate the path integral, here we present some formulas that 
will be useful there. Around a given point X o on the fiber My, 
we can always choose a coordinate transformation Xi 
= Xi (x,y) such that at xo, gij = 8ij. Now J~ are given by 
(2.1). Since curvature R 5kl is determined by gij' we can al­
ways choose normal coordinates such that around point xo, 

gij(x,y) = 8ij - jRikjl(Xo,y)XkXI + O(x3
), (2.7) 
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where we assumed that at xo, Xi = O. This formula is still 
valid when y varies in a trivialized open set of X. 

At point xo, the curvatures in Eq. (2.5) are given by 

RijaP(xo,y) = r~p,i - r}ar~p - (i~j), 
; i JI Rijka(XO'y) = raj,k - r kj, a (2.8) 

where all quantities denote those at point X o' Around X o we 
have 

r5k = - j(R ikjl + Rijkl )xl + O(x2
), 

r~j = !(/~,i - I~J) - f,(R ikjl + Riiik )xk/~ + O(x2
). 

(2.9) 

Using the above equations and (2.8), at last we derive the 
following useful formula: 

(2.10) 

Still, those above quantities are at xo, and from Eqs. (2.8) 
and (2.10) we see that the curvature is asymmetric in indices 
i andj. 

In the case of the equivalent family index theorem, we 
introduce an automorphism group G acting fiber-wise on X. 
This group G is lift to act on ll. (M) ® E and C (ll. (M) ® E l, 
and the latter is the set of sections of ll. (M) ® E. Group Gis 
assumed to commute with the Dirac operator D, namely, if 
geG,gD = Dg. Also,gys = y~, and Gpreserves the grading 
of ll.(M) ®E. 

If g has a fixed point set My (g) on each fiber My, then 
My (g) is supposed to be diffeomorphic to each other for 
different y's. The fixed point set of X is another fibered space 
over base space B with fiber space M(g). Let xa denote co­
ordinates of My (g) and the rest of the dimensions described 
by xr. On My (g), TMy is decomposed as {aa,a), and met­
ric g ij is grouped into two parts gab and g rs' Since g preserves 
the metric gij and M(g) is its fixed point set, any geodesic in 
M(g) determined by the induced metric gab is a geodesic in 
M also. 10 This implies that the connection of metric gij on 
M(g) has no r~b and r!r components. 10 This in turn implies 
that the components R 'fx:d of curvature on M(g) determined 
by metric gij are identical to those completely determined by 
the metric gab' Similarly preservation of the metric (2.2) 
makes/~,r = I:,a = 0 on My (g). Using these facts and for­
mulas r:c,r = 0 on My (g) [these are equivalent to gab,r = 0 
or r:r = 0], in the normal coordinates we derive the follow­
ing formulas for quantities that will appear in Sec. IV: 

Rabap = r!p,a - r~a r~p - (a~b), 

Rabca = r~a,a - r~a,b' 
(2.11 ) 

R rsla = r:a.r - r;a.s· 
Note that in the above equations, r:a is independent of I: . 
Also note the fact that r~ = r~a = 0 is used. 

III. THE FAMILY INDEX THEOREM 

In the path integral of the index theorem,5,6 one intro­
duces the formula 

Index(Q) = str exp( - /3Q 2 ) 

= f[dxdr/t]exp( - f: LE d1'). (3.1) 
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where Q 2 is the Hamiltonian of the supersymmetric system. 
Here in dealing with the family index, we have a similar 
formula, because the family index can also be expressed as a 
supertrace. This is to assume that Bismut's result is known. 
To independently derive the formula, we might need some 
supersymmetry. But unfortunately, from the formula that 
will be given below, one can hardly find out a supersym­
metry. I will observe this problem in the future. 

In Ref. 2, Bismut proved that the analog of Hamiltonian 
Q2 in the family index is ipIP, namely, 

str exp( - (JH) = str exp( - UP) = Ch(lnd D). 

Bismut proved the following identity2: 

H=_I_ Ip = -~(Da + Va)2+~R+ V, 
2{J 2 8 

Va = e~(_i -(S(ai )aj!a )if!j dya 
J2i3 

+_1 (S(ai)/a!p)dyadyfl) , (3.2) 
4{J 

1·· 1 'yfl V = - - .I.'.I·JF .. + - dya d F P 2 'f''f' IJ 4{J a 

i .Iid aF +--'f' y ia' 
J2i3 

where tensor S is defined in Sec. I, F is the curvature of 
bundle E to which Dirac operator D is coupled. Ifwe consid­
er dya as some anticommunting parameters, then (3.2) can 
be viewed as a Hamiltonian of a system. Note that in Va and 
V, there is no term containing;e, so the corresponding La­
grangian should be simple. However we have to note that 
when a gauge field is present, H is no longer a Hamiltonian 
containing only dynamic variables Xi and if!i, but also an 
additional set of fields 1j a' rt, since in (3.2), F is matrix 
valued. According to Ref. 6, we can simply treat these fields 
as matrices; the path integral will not involve any integral 
over these variables. We will use prescription 

Ch(lnd D) = tr f [dx dif!]exp( - f: dr L E ). (3.3) 

We now prove the following theorem. 
Theorem: Using a certain strategy of operator ordering, 

the corresponding Lagrangian of His 

L = ~xaxa + (i/2)if!a (tpa + U)~bif!bxc) + iVaxa - V, 
(3.4 ) 

where x a = e~xi and tpa = e~i;J. 
Proof We define H = Paxa + ~ if!a tpa - L. But now 

x a = - i(Pa + Va) = - i(Da + Va)' Substitute it into 
the definition of H and assume that in L there is a term 
!Rijklif!i if!jif!kif!1 (it is zero when the anticommutative proper­
ty of if! is incorporated). Then the Hamiltonian 
H = - ~(Da + Va )2 + ~R + V obtained. I I 

At present, it seems to us that there is no longer super­
symmetry existing in the Lagrangian (3.11). Nevertheless, 
we can still use the formula 

tr f [dx dif!]exp( - f: d1' LE) 
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to calculate the family index. First, let us consider the 
simpler case when E is not present. Under the change of 

parameters dya -- (l/[iii) dya in L E , the corresponding re­
sult is Ch (lnd D) (see Ref. 2). It can be seen that, in Va, 

(S(ai)aj!a) = qjgya = -gikr;a, 

(S(ai)/a!P) =gijr{x,. 

Here connections are defined as in Sec. II. Therefore we have 
the following Euclidean Lagrangian: 

L E = - L ( - i1') 

= ~ijXixj + ~ijif!i(tpj + r{lxkif!l) + ViXi, (3.5) 

Vi = - (~i/2rr{J )gikr;aif!j dya + (l/4rr{Ji)gijr{x, dya dyfl. 

When (J -- 0, we use the tangent space approximation, 
i.e., we expand fields around a constant configuration. Sup­
pose the reasoning used by Goodman in Ref. 6 is known. 
Then the expansions and the path integral measure are 

. . /0 ~. (i2rrn1') x'=x~ +v{J ~x~ exp p , 

if!i=C~{J)1/2[if!~ +fl3Iif!~ expC2;n1')], (3.6) 

[dxdif!] = II [dx~ dif!~] [2rrndx~ dxi_nd~dif!i_n]' 
i,n>1 

Under the expansions, the free part of the action is 

I 2~n2xi_nx~A - nif!i_nif!~ + O({J), (3.7) 
n;;d 

and the interacting part of the Lagrangian is 

i [ri .Ii .I.j + r k d adr • .13 2rk .Ii d a] I'k 4rr{J kj,l 'f'0 'f' 0 ap,l Y Y - ia,l 'f'0 Y X X 

+ c~{Jr/2 r7a dyaif!ixk + 0 (ltr ). (3.8) 

In the bracket all quantities are taken at point XO' After inte­
gration, the contribution of Xl Xk is asymmetric in indices I,k, 
and the part proportional to l/{J tends to zero when (J--O. 
So the interacting part of the action is 

i [1 i j 1 k I 
4rr TRlkijif!oif!o +T(rap.I - rap,k) 

X dya dyfl - (r7a,1 - ria,k ) if!~ dya ] 

x(~ 2rrnix~XI_n) - r7a dya ~ nx~if!i_n' (3.9) 

where the form (2.7) ofgij is used. Notethatheremodesif!~ 
are not decoupled in interaction, so in the path integral we 
first integrate these modes. Using measure 

IIi,n>o [drn if!~ if!i_ n] and Gaussian integrand 

exp( I nif!i_ n if!~ + r~ dya I nx~if!i_ n)' 
n>O n 

we integrate modes if!~, yielding a term in effective action, 

--,-' ri[ar:tJ]dyadyfl(I21T'niX~XI_n). (3.10) 
4rr n 

We then have the effective action at the limit of fJ--O, 
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(3.11 ) 

where we have used formulas, presented in Sec. II, of curva­
tures at xo in normal coordinates. Note that the term in the 
bracket of the above equation is not the curvature of the 
connection V restricted to TM. But we can do the transfor­
mation t/J~ -+ - t/J~ in the path integral measure, as then the 
sign of term R 1kia is reversed. Further, remember that for the 
Grassmanian integral, we have the formula 
Sdaj(a) =Sdaj(a+b), where b is an a-number. We 
shift ~ by an amount - j~ dya, and then the term in the 
bracket in Eq. (3.18) becomes 

Rlk = !(R1kIjXiXj + R 1ka/3 dya dyfl + 2RlkiaXidya) 

and.r = t/J~ - j~ dya. Because the measure of zero modes 
is [dx~ dt/J~], the integral may replaced by a form integrated 
over fiber M, provided we replace t/J~ formally by dxi 

• Final­
ly, we perform an integration of modes x~ obtaining the for­
mula of family index theorem, 

Ch(lnd D) = fA (:1r). 

A ( R) [ (iR ( iR ) - I)] 1/2 A 41r = det 41r sinh 41T . (3.12) 

Next we come to the case with a gauge field present. We 
use Eq. (3.10). Now we have an additional term in the Eu­
clidean Lagrangian: 

TiAi7JXi - ~TiFijt/Jit/Jj + (l/41T{3i)TiFa/3 dya dyfl 

+ (~ i/21r{3 ) TiFia t/Ji dya. 

Here the transformation dya -+ ( ~ 1/ 1Ti) dya is performed 
and the term TiAi7JXi is due to covariant derivative Di. As 
shown by Goodman,6 normal coordinates can be chosen 
such that around xo, Ai = - !FIj (Xo)xi + O(X2). There­
fore TiAi7JXi = ~TiFIj7JXi~ + O({3). This term does not con­
tribute when {3-+0. After substituting expansions (3.13), 
the additional term in action reads 

(1/21Ti)Ti[WIj~t/Jb + Wa/3 dya dyfl 

- Fia t/J~ dya] 77. (3.13 ) 

Perform transformations ~ -+ - ~ and t/J~ -+ t/J~ 
- j~ dya, and the term in the bracket of the above equation 

is transformed to be 

F= WIjXiXj + Wa/3 dya dyfl + FiaX i dya. 

The trace of 

exp( - (1/21ri)TiF77) 

is 

tr exp( - (1/21ri)F) = Ch(F). 

So, we reach the family index formula 

Ch(lnd D) = fA (:1r )Ch(F). (3.14 ) 
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IV. THE EQUIVARIANT FAMILY INDEX THEOREM 

The equivariant family index theorem can be proved 
similarly. Before doing so, we mention here that this 
theorem concerning the Ramond-Dirac operator in loop 
space has been applied in string theory.9.12 First, Schellekens 
and Warner used the family index theorem to calculate 
mixed anomaly in strings, and then this theorem was proved 
by Pilch et al. 12 While the index theorem of the Ramond­
Dirac operator was conjectured by Witten by generalizing 
the ordinary index theorem in finite dimensions, it was 
proved by Alvarez et al. and Li via a path integral for the 
supersymmetric nonlinear u-model. 13 More interestingly, I 
pointed out9 that Pilch and Warner's vacuum bundle over 
some infinite-dimensional manifold 14 is related to the equi­
variant family index theorem, and one concludes the results 
in Ref. 12. To proceed further, one needs to calculate corre­
sponding curvatures; indeed our present work is inspired by 
this purpose. The integral formula presented in this section, 
to the best of my knowledge, has not appeared in literature 
before. 

Let us calculate the equivariant family index. As in Sec. 
II, G is an automorphic group acting on fibered space X. Any 
element gEG commutes with the Dirac operator and Ys, so 
one can consistently define the equivariant family index by 
str g exp( - ~Jf3). It can be easily verified by the same argu­
ments of Ref. 2 that this definition coincides with the usual 
definition. By this definition, the equivariant version is then 
cast into a representation of the path integral; the effect of 
inserting factor g amounts to imposing twisting boundary 
conditions on dynamical variables. Only those quantities on 
a fixed point set contribute, since under limit (3 -+ 0, fluctu­
ations around constant configurations dominate the contri­
bution. As in Sec. II, we choose coordinates x a for fixed fiber 
M(g) and coordinates x' for normal bundletoM(g). On the 
normal bundle, g can be block diagonalized to rotate pairs x' 
and x'. If we write X' = x' + ix', then 

X r ifJ,xr g =e . (4.1 ) 

Similarly, since t/J' is tangential to the normal bundle, we 
define \{I' = t/J' + it/J', and then g\{l' = exp(iO,) \{I'. We 
make the following expansions: 

(4.2) 

The part containing X' and \{I' in free action is 

~ ~ (21rn + O,)2[ (a~)2 + (b ~ )2] - (21Tn + O,)c~d~, 
(4.3 ) 

and the measure is 

[dx' dt/Jr] = - _1 da~ db ~ dc~ dd ~ 
21T 

x II ( - n da~ db ~ dc~ dd ~ ). 
n#O 

(4.4) 

To perform the path integral, we first integrate modes 
t/I',. and c~ ,d ~ out. The term 
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(~iI21T/3 )r:a dya ,paxb 

gives rise to 

J... " r~a r:p dya dyP x!xc_ n' 
2~ . 

But if Or is not ofform 21Tn, the terms 

Ui121T/3 )dya t/I'(r~axr + r~ax'), 
(~i/21T/3 )dya(r~a",r + r~a"")xa 

(4.5) 

(4.6) 

(4.7) 

do not contribute. In fact these terms are zero, according to 
Sec. II. Another term which will contribute is 

(4.8) 

and it gives the contribution 

- (i/41T) [ (r;a r~p + r;a rip )dya dyPxrx' + ... ]. 
(4.9) 

Supposing curvature restricted on the normal bundle can be 
block diagonalized, then the interacting part of the Lagran­
gian, not including the gauge field, is 

(i/41Tf3) RabxaXb + (i/41T/3) (Rr,xrx' + R,rx'xr), (4.10) 

where 

Rab = !Rabcdt/fo t/Io + !Rabap dya dyP 

- Rabca t/fo dya, 

R ir = !R rrab t(!g ",g + ~Rrrap dya dyP (4.11 ) 

- R rraa t(!g dya. 
The curvature components are defined in Sec. II. We trans­
form t(!g as in the last section, and then integrate modes x~. 
With notation Or = R r" after integrating modes x~,x~, we 
obtain from the action given by Eq. (4.10), 

A (.!i.-)rr ~ (sin Or) - I 

41T r21 2 

- i 
Or = Or +-0" 

21T 
R = {R ab }. 

(4.12) 

To include the gauge field, we assume that g acts on the 
ath dimension of the fiber space of bundle E by a factor 
exp( - iOa ), namely, 

(4.13) 

Let F be defined as in the last section, and as a matrix it 
is diagonalized as F ~ = Fa 8~. On subspace {ua 17 a 10) }, g 
acts like a matrix g = exp( - iOa )8~. We have to calculate 
tr exp( - F 121Ti). Using the above ansatze we obtain 

( F) (. iFa ) trgexp --. = Iexp -lOa +-
2m a 21T 

= I exp( - lOa)' (4.14 ) 
a 

Combining Eqs. (4.12) and (4.14), we finally reach the 
equivariant family index theorem, 

str g exp( - 12~ 

i A(R) 1 -= A - II .' I exp( - iOa )· (4.15) 
M(g) 41T r 21 sm OJ2 a 
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v. CONCLUSION 

We have shown in this paper how one can prove the 
family index theorem by the use of a path integral once the 
Quillen superconnection is recognized. Our proof is not a 
naive one, for we have assumed a theorem ofBismut. Never­
theless, our proof indicates that perhaps one can start from a 
supersymmetric quantum system to derive the ingredients 
we derived from the Hamiltonian given by Bismut. This de­
mands insight to the relationship between the family index 
theorem and the geometry of determinant bundles.7

,8 How­
ever, formulas given in Secs. II and IV will prove helpful in 
evaluating quantities presented in Ref. 9, in order to calcu­
late anomalies in strings. 
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A simple algorithm for casting two-dimensional hyperbolic systems into the Hamiltonian form 
is given. First-order conserved quantities are found and expressed in terms of eigenvalues. It is 
shown that for some systems the dependence of the eigenvalues on the field variables can be 
used for classification. 

I. INTRODUCTION 

Extensive results on Hamiltonian structures, symme­
tries, and conservation laws have been obtained by Sheftel'J 
and Olver and Nutku2

, which elucidate the connection be­
tween the infinite sequence of conserved densities and the 
Hamiltonian structure for systems of hydrodynamic type 
with two dependent variables. In order to utilize these re­
sults, it is necessary first to formulate the relevant evolution 
equations as a Hamiltonian system. 

In this paper, we present a simple algorithm for finding a 
transformation of the dependent variables that maps the sys­
tem into the Hamiltonian form. If such a form already exists, 
then we may use this method for casting the system into 
alternative Hamiltonian forms; thereby determining the 
equivalence class of the system. 

To this end, we first diagonalize the system. In the diag­
onal form, the symmetries of the system are most clearly 
manifese and as we further note in Sec. II, some first-order 
conserved quantities, which are related to shock conditions,4 

can be readily singled out. In Sec. III we show that all possi­
ble one-to-one variable transformations, which cast a system 
into the Hamiltonian form, are solutions of one differential 
equation. As examples, we use the Born-Infeld5 equation 
and the dispersionless Kadomtsev-Petviashvili equation, as 
reduced by Kodama.6 In Sec. IV we point out that the hyper­
bolic systems with a very rich structure, like the Poisson 
equation·, are all characterized by eigenvalues that are linear 
functions of the Riemann invariants of the system. 

The variables that put the system into a Hamiltonian 
form are both solutions of a single equation. In cases where a 
Hamiltonian exists, all solutions of this equation are con­
served quantities. However, a new Hamiltonian structure 
exists if and only if two solutions with nonvanishing Jaco­
bian can be matched together by satisfying an additional 
equation. 

II. DIAGONALIZA TION, AND FIRST-ORDER 
CONSERVED QUANTITIES RELATED TO SHOCK 
CONDITIONS 

We consider a system of two first-order partial differen­
tial equations in the form 

(2.1) 

where A, B, C, and D are functions of p and q. Then following 
Lax's construction,4 we find the eigenvalues A and p of the 
matrix 

(A B) 
CD· 

We consider only hyperbolic systems, therefore A and pare 
real and distinct. Riemann invariants rand s for the system 
are the solutions of the following: 

rp=[C/(A-A)]rq, sp=[C/(p-A)]sq. (2.2) 

Having found a set of Riemann invariants we can write the 
system of Eq. (2.1) in the diagonal form: 

r, +Arx = 0, (2.3 ) 
S, + pSx = O. 

After differentiation of these equations, with respect to 
x and some manipulation, we obtain 

(.!!...+A~)Z+Are-h~ = 0, 
dt dx (2.4) 

(.!!... + p ~)z + J.t.e - kz2 = 0, 
dt dx 

where 

- k 
Z = e Sx. (2.5) 

Now Eqs. (2.4) can be compared to the simple initial value 
problem4 

dz (2 0 - = a t)z, z( ) = m, 
dt 

(2.6) 

in the interval (O,n. Ifz(t) is a solution of this problem, for 
any A satisfying 0 <A < a(t), the duration for the solution, is 
less than (mA)-I. Analogously, for Eq. (2.4), a solution 
cannot be continued beyond one of the following: 

( - Ar (O)max rx (0) )-1, (-p. (O)max Sx (0) )-1. 
(2.7) 

Now if we define 

M= e-h/z, 

N= e-k/z, 

after some manipulation Eq. (2.4) reduces to 

(M ± N), + (J.tM ±AN)x = 0, 

if and only if 

(2.8) 

(2.9) 
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Are- 2h ±flse-2k = O. (2.10) 

Therefore, for any hyperbolic system that satisfies Eq. 
(2.10), there exists a conserved density 

e-2hlrx±e-2klsx' (2.11) 

We have derived this first-order density directly from Eq. 
(2.4), which, as we have seen, also determines the duration 
of stability of the system. Therefore the conserved densities 
of this kind7 and shock conditions are intimately related. 

III. FROM DIAGONAL TO HAMILTONIAN SYSTEMS 

A two-component hyperbolic system is in the Hamilto­
nian form if it can be formulated as 

(U) (0 D x ) (au) 
v ,+ Dx ° a

v 
cW'(u,v) = 0, (3.1) 

where au and av indicate partial derivatives and Dx is a total 
derivative operator with respect to x. Here, H(u,v) is the 
Hamiltonian density, such that through 

H = J cW'(u,v)dx (3.2) 

it defines the Hamiltonian energy. If a general hyperbolic 
system, defined in Eq. (2.1), can be reduced to this Hamilto­
nian form, then it is possible to examine other properties of 
the system, like the Lax operator representation8 or the exis­
tence of infinite series of commuting Hamiltonians. I Fur­
thermore, Sheftel' I has shown that starting from the Hamil­
tonian form, a recurrence operator can be constructed and 
its powers generate an entire series of Hamiltonians. 

Here we suggest a method for passing from a general 
form, Eq. (2.1), to the Hamiltonian form, Eq. (3.1), via the 
diagonal form, Eq. (2.3). The reason for following this route 
can be found in Sheftel's work,3 where it is shown that the 
group analysis is maximally simplified if the system of type 
(2.1) is expressed in the diagonal form. 

Therefore, having passed to the diagonal form as sug­
gested in Sec. II, we note that the two independent solutions 
of the partial differential equation 

- Urs = [..1.1(..1 -,u)]ur + [flJ(fl-A)]Us, (3.3) 

will give us the desired transformation. Then, expressing the 
eigenvalues A andfl as a function of the solutions of (3.3), U 

and, say v, we can construct the derivatives of the Hamilto­
nian density cW' (u,v): 

cW'uv = (A + fl)/2, 

cW'vv = (A -fl)/2V, 

cW'uu = [(A - fl)/2] V, 

(3.4 ) 

where 

- Vr (~)=~, - Vs (~)=~, (3.Sa) 
2V Vr A-fl 2V VS fl-A 

Vr = Vu" Vs = - VUs' (3.Sb) 

VrUs + UrVs = 0. (3.Sc) 

It can easily be seen that Eq. (3.3) is just the integrability 
condition of these equations. 
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Different sets of solutions of Eq. (3.3) will allow us to 
construct different possible Hamiltonian forms for a hyper­
bolic system. As an example; let us first consider the Born­
Infeld equation. It has been shown5 that this system is equiv­
alent to 

p, - (p-2 + q-2)px + 2pq-3qx = 0, 

q, + 2qp-3px - (p-2 + q-2)qx = 0. 
(3.6) 

This is already in the Hamiltonian form, with the Hamilto­
nian density given by 

cW'= - (pq-I +qp-I). (3.7) 

When we diagonalize the system, we find that the Riemann 
invariants are 

r=!(p-I_q-I), 

S=g(p-I +q-I), 

in terms of which Eq. (3.6) reduces to 

r, - G 2(s)rx = 0, 

s, - F 2 (r)sx = 0, 

where 

F=!-', 

G=g-I. 

(3.8) 

(3.9) 

Then substituting these values for the eigenvalues, in terms 
of the new variables in Eq. (3.3), we obtain 

uFG = [2/(F 2 - G 2) ](GuF - Fu G ). (3.10) 

Two obvious solutions are 

U = (F+ G)-I, v = (F- G)-I, (3.11 ) 

which lead us back to the original form (3.6). Another solu­
tion set for Eq. (3.10) is easily found. Since uv is always a 
solution, we try to find its partner through Eq. (3.Sc) and 
this yields 

u=(F+G)-'(F-G)-', V=F2+G 2. (3.12) 

In terms of these variables we get 

..1= _S2= -(u-v- I), 

fl= -r= -(u+v- I), 

V= - v2
• 

(3.13 ) 

Therefore using Eq. (3.4), we obtain the following system: 

u - uUx - v-3vx = 0, 

v, - vUx - uVx = 0. 
(3.14 ) 

These are the equations of a Chaplygin gas.5 This transfor­
mation has been found by Verosky. Here we have used it as 
an example to show that transformations to new Hamilto­
nian forms can be obtained directly from Eq. (3.10). 

As our second example, we use the system that has been 
derived by Kodama as a reduced version of the dispersion­
less Kodomtsev-Petviashvili equation.6 One other reduced 
version is the classical shallow water equation, which has a 
hierarchy of Hamiltonian forms and conserved quantities. 
Therefore we check to see if this alternate form is also a 
Hamiltonian. The Kodama equation is 

p, =PPx +qx' 

q, = (q - p)Px' 

FahrOnisa Neyzi 
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Going back to Eq. (2.2), we find its Riemann invariants: 

r = p - XI/2 - 21n(xl12 - 2), 

s = P + X I/2 
- 21n(x1/2 + 2), 

where 

X = p2 + 4(q - pl. (3.16 ) 

In terms of the Riemann invariants, the eigenvalues turn out 
to be 

A = -!r - In (F - 2), 

f-l = -!s - In(F + 2), 

with 

F=/-I, y=s-r, 

/(y) = 2y + 21n[ (y - 2)/(y + 2)]. 
(3.17) 

Substituting in Eq. (3.3) to obtain the transformation that 
will map the system into the Hamiltonian form, we get 

Urs = [ F'IF(F - 2) ]ur + [F'/F(F + 2) 1us' (3.18) 

where the prime indicates a derivative with respect to 
(s - r). One solution can be found and is given by 

f (F2 - 4)1/2 
U= --2- dy. 

F 
(3.19) 

However, its companion v does not exist because Eq. (3.5c) 
indicates that v must be a function of (r + s). Therefore we 
conclude that we cannot cast the Kodama system into the 
Hamiltonian form using the algorithm presented in this sec­
tion. 

IV. CLASSIFYING MULTI-HAMILTONIAN SYSTEMS 

In this section we build on the results of Nutku9 and 
Olver and Nutku2 to classify, through the material in the 
previous two sections, some hyperbolic systems that are en­
dowed with a very rich structure. 

Multi-Hamiltonian structure is a generalization of the 
elementary Hamiltonian structure, in that we can express 
Eq. (3.1) in a vector form, 

u, + DoE [H1 = 0, (4.1) 

where 

(4.2) 

is the Hamiltonian operator and E = Eu denotes the Euler 
operator. Now a system admits multi-Hamiltonian structure 
if it is possible to express it as 

u, + DIE [H'] = 0, (4.3) 

where DI is a skew-symmetric operator and the Hamilto­
nians Hand H' are compatible with respect to Poisson 
brackets determined by Do and D I : 

{H,H'}; = f E [H JD;E [H']dx, i = 0,1. 

= 0. (4.4) 

The large class of one-dimensional hyperbolic systems 
that exhibit this structure are discussed in Ref. 2. Here we 
show that these special systems, namely equations of gas-
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dynamics, the Born-Infeld equation, Poisson equation, and 
another system that is mentioned as "the curious choice" in 
Ref. 2, are all seen to be related when formulated in their 
diagonal form. 

Consider a very simple case ofEq. (2.3), where A andf-l 
are linear in rand s, 

r, + (ar + bs + c)rx = 0, 

s, + (br+as-c)sx =0, 
(4.5) 

where a, b, and c are constants. Following the procedure of 
Sec. III, we try to put this system into Hamiltonian form. 
First let us consider 

c = 0, a=j:.b =j:.O. (4.6) 

Then Eq. (3.3) reduces to 

-urs=[bl(a-b)(r-s)](ur-us)' (4.7) 

There exists a general solution for this second-order partial 
differential equation. 10 One simple solution set for (u,v) is 

u=k(r+s), (4.8) 

v=/(r-s)a, a= (a+b)/(a-b), 

where k and I are arbitrary constants. We find V using Eq. 
( 3.5) and this yields the following second derivatives for the 
Hamiltonian: 

Huv = [(a + b)/2k ]u, 

Huu = [(a + b)/2k lv, 

Hvv = [(a_b)2/2(a+b)]kF(a-b)(a+W' 
(4.9) 

Choosing the values of the arbitrary constants k and I to be 

k=!, 1= [4/(y-1)]2°-Y)-', 
(4.10) 

a =!(1 + y), b =!(3 - y), 

the Hamiltonian form for Eq. (4.5), under the restrictions 
defined by Eq. (4.6), turns out to be 

u, +uux +vY -
2vx =0, 

(4.11 ) 
v, + VUx + uVx = 0. 

This is the gasdynamics system. 
Now let us turn our attention to the constraints defined 

by Eq. (4.6) and see what is revealed when these constraints 
are relaxed. If a = 0, then y = 1. This case yields the Born­
Infeld equation. If b = 0, then y = 3. Then the system is 
decoupled if expressed in terms of rand s. For a = - b, Eq. 
( 4. 7) yields the following for the new variables (u,v): 

u = k(r+ s), 
(4.12) 

v = IIn(s - r). 

Then, when k and I are chosen to be 2 and a is taken to be 1 
for convenience, we have 

(4.13) 

As noted in Ref. 2 this system, though not part of the gasdy­
namics family, has an especially rich Hamiltonian structure. 

Finally, let us consider the case where a equals b. If cis 
still zero then our system is not hyperbolic, since the eigen-
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values A and f.t are equal. Still we can solve the modified form 
ofEq. (3.3), 

AsU, + f.t,Us = 0, 

AsV, + f.t,Vs = 0, 

with 

As = f.t, = a. 

(4.14) 

(4.1S) 

Then we can use the simplest solution to obtain the system 

U = r + s, v = r - s, 

U, + UUx =0, 

V, + UVx = O. 

(4.16) 

Now let us consider the case, where c does not equal zero but 
a equals h. Then Eq. (3.3) becomes 

( 4.17) 

the two simple solutions of which we identify as U and v; 

u=a(r+s), 
(4.18 ) 

v = eat, - s)le. 

In terms of these variables the system is now very familiar in 
the Hamiltonian form 

( U) (U V-I)(U) 0 
VI+VU vx=' 

( 4.19) 

This is the Poisson equation. II 
Finally let us go back to Eq. (4.11). Its Riemann invar­

iants are 

r=/([(y- 1)/2]u + v(r- I )/2), 

S = g([ (y - l)/2]u - v(r- 1)/2). 

( 4.20) 

Here / and g are arbitrary functions. Defining their inverse 
functions as Fand G, respectively, we have, using Eq. (4.7), 

[2(y - 1)/(3 - y)](F - G)uFG = uG - UFo (4.21) 

The solution that takes us back to Eq. (4.11), which, of 
course, is already in the Hamiltonian form, turns out to be 
the simplest solution, 

1698 J. Math. Phys., Vol. 30, No.8, August 1989 

(F+G) -'---'--'- - a 
(y-l) - , 

(4.22) 
[(F - G)12]2/(r- I) = {3. 

Here a and {3 are used instead of U and v to avoid confusion. 
In terms of these variables, Eq. (4.21) becomes 

Uaa = upp{33- r. (4.23) 

All conserved densities of zeroth order are readily seen to be 
a solution when we rename 

(4.24 ) 

Therefore we conclude that all the solutions of Eq. 
(4.21) are conserved quantities when expressed in terms of 
the "primary" variable set, which gives the Hamiltonian 
form. There may be an infinite number of them. However, 
the system may still be cast into the diagonal form only in 
one set, because each solution U must be matched with an­
other solution, say v that, in addition, has to satisfy Eq. 
(3.Sc) in order to define an alternative Hamiltonian struc­
ture. 
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The Cauchy problem for Yang-Mills equations with the external current in (3 + 1)­
dimensional space-time is considered. The formulation in which only the spatial part of the 
current four-vector is given is studied. The global existence theorem is proved. 

I. INTRODUCTION 

In this paper we shall consider the Cauchy problem for 
classical Yang-Mills equations with the external current in 
(3 + 1) -dimensional space-time. We would like to begin 
with a brief comparison with the initial data problem in clas­
sical electrodynamics concentrating on the existence and 
uniqueness of the solution. It can be proved that if the initial 
data and the external current satisfy appropriate regularity 
conditions (which are not very restrictive) then Maxwell's 
equations have a solution if and only if the external current 
satisfies the continuity equation. Thus we obtain a simple 
criterion that enables us to decide whether the theory is con­
sistent. In the non-Abelian theory the situation is more com­
plicated. The covariant "continuity equation" involves 
gauge potentials. Therefore we could not regard it as a condi­
tion imposed on the current four-vector alone. To avoid this 
difficulty we will assume that only the spatial part of the 
current is given while the charge density is determined from 
the non-Abelian Gauss' law. It is easy to see that in electro­
dynamics the continuity equation determines the charge 
density uniquely, provided that its initial value and space 
components ofthe current are known. Thus in this case our 
formulation reduces to the usual one. Also the regularity 
conditions, which have to be imposed on the fields and the 
external current, are stronger than in the Abelian case. Since 
Yang-Mills equations are nonlinear the functional space we 
use should be chosen in such a way that the multiplication of 
functions can be defined. 

Now we would like to discuss the problem of uniqueness 
of the solution. The Maxwell theory can be formulated en­
tirely in terms of field strengths. The advantage of this de­
scription consists of involving gauge invariant quantities. 
However, this description is not interesting for us, since it 
does not possess any simple generalization to the non-Abe­
lian theory. Therefore we shall use the potentials. Since the 
potentials are not gauge invariant quantities the solution is 
not uniquely determined by the initial data (one can always 
perform a gauge transformation that does not change the 
initial data). We may eliminate the gauge equivalent solu­
tions by imposing a constraint (gauge condition). It is suffi­
cient if it is chosen in such a way that each gauge transforma­
tion preserving the constraint and the additional data is time 
independent, for example, Ao = 0 or a A J.l = O. In the non-

• J.l 
Abehan gauge theory the situation is somewhat different. 
Since the covariant derivatives of the field strength tensor 
are not gauge invariant quantities, the presence of the exter­
nal current causes some of the gauge transformations not to 

be symmetries of the system. Thus by performing a gauge 
transformation of the solution of the Yang-Mills equations 
we generally obtain a solution with different external cur­
rent. On the other hand, the equations admit the existence of 
solutions having the same initial data but not related by a 
gauge transformation. To ensure uniqueness of the solution 
we shall use the constraint Ao = O. However, unlike in the 
Maxwell theory it cannot generally be considered as a gauge 
fixing condition since it is impossible to satisfy it by a suitable 
choice of gauge. Using a gauge transformation that changes 
the external current [see Eqs. (3) in the next section] we can 
associate with each of the removed solutions the solution 
with Ao = 0 but corresponding to a different external cur­
rent. 

It follows from the above discussion that the model we 
shall consider is described by the spatial part of the Yang­
Mills equations, i.e., the non-Abelian Ampere's law. Replac­
ing the time derivative of the potential by the electric field 
(which is correct sinceAo = 0) we can write it as a system of 
equations of the first order in time. The Yang-Mills field at 
any time is described by specifying the values of the potential 
and the electric field. For convenience we will assume that 
the initial data are given at t = O. In this paper we prove that 
this Cauchy problem has a unique, global (Le., defined for all 
1>0) solution. If the external current vanishes, the charge 
density, defined here as the covariant divergence of the elec­
tric field, becomes time independent (because Ao = 0) and 
may be treated as a given function. Thus we obtain the 
Yang-Mills equations with a static source, which were con­
sidered in many papers (see Ref. 1 and references therein). 
In our approach, however, the Yang-Mills equations are 
supplemented by the constraint Ao = O. 

The proof presented in this paper is a modification of the 
proof given in Ref. 2. The first part of the proof is based on 
Segal's general existence theory for semilinear evolution 
equations.3 Using this theory we show that there always ex­
ists a solution defined on some finite time interval. Next we 
estimate the norm of the solution and thus establish its global 
existence. Discussing the regularity properties of the solu­
tion we have used the methods of Refs. 4 and 5. For the 
reader's convenience we shall utilize notation similar to that 
of Ref. 2. 

II. SOLUTIONS FOR SMALL TIME INTERVALS 

In our approach (Le., Ao = 0, jo determined from 
Gauss' law) the Yang-Mills field with the external current is 
described by the following system of equations: 
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a 
-Ak =Ek, 
at 

i. Ek = DIFlk + jk' 
at 

(ta) 

(1b) 

HereA k, k = 1,2,3,aregaugepotentials,Ek = FOk is an elec­
tric field, jk is the external current, DI = al + [AI"] is a 
covariant derivative, and Flk is the spatial part of the field 
strength tensor: 

Flk = alAk - akA I + [AI.Ak]· (1c) 

We will assume that the gauge group G is the matrix group 
GlR (n) or Gle (n). The fields Ak, Ek, and Flk and external 
current j k are Lie-algebra-valued functions on Minkowski 
space-time. Equation ( la) relates E k to the gauge potentials 
A k , (1b) is the spatial part of the Yang-Mills equations 
(non-Abelian Ampere's law). The non-Abelian Gauss' law 
has the form 

DkEk = jo, (Id) 

wherejo is the color charge density. As we have explained in 
the Introduction, the quantitiesjk andjo are treated in quite 
different manners. The external currentjk is an a priori given 
function while the charge density jo is defined by Eq. (Id). 
Taking the covariant three-dimensional divergence of ( I b) 
and using (Ic) we obtain the covariant "continuity equa­
tion" 

a. D' 
-jo = klk· 
at 

(1e) 

Equations (la)-( Ie) may be written in Lorentz covar­
iant form: 

(2a) 

(2b) 

DP.jp. = 0, (2c) 

where Do ==a / at and Ao = O. In Minkowski space we use the 
metric tensor of signature (- + + + ). The gauge sym­
metry of (2) [and (I)] is restricted by the presence of the 
external current. However, if we choose a smooth, G-valued 
function all and define the transformed fields 

A =O//A o//-I+o//a all-1 
p. p. p.' 

A t7). t7). _ I 
Fp.v = 7£ Fp.v 7£ , ( 3 ) 

10 = o//joo// -I, 

then they will satisfy the Yang-Mills equations with the 
transformed external current 

A. A. A A A 

ap'Av - avAp. + [AJ.'.A v ] = FJ.'v' 
A A A 

DP.Fp.v = - jv' 

(4a) 

(4b) 

DJ.'1p. = 0, (4c) 
A A A 

wherejk = o//jko//-I,DJ.' =ap. + [AI"] [this is true even 
if the gauge potential in (2) does not satisfy the constraint 
Ao = 0]. The transformation (3) may be regarded as a sym­
metry of (2) only if it fulfills the condition 
1k == o//jk all -I = jk' We will use transformation (3) in our 
considerations concerning the global existence of the solu­
tion. 

Follow in Ref. 2 we split the electric field present on the 
right-hand side of Eq. (Ia) into the longitudinal and trans­
verse parts 

Ef = ak {- (1/41Tr)*aIEI}, (5a) 

E [= (8kl amam - akal ){ - (l/41Tr)*E/}. (5b) 

Here the star denotes the convolution 

( _1_ *p) (x) = f I p(y)d 3y. 
41Tr 41Tlx - yl 

(6) 

We modify (Ib) by substituting into (5a) for aiEl the 
expression obtained from (ld). The system of equations 
(1a), (tb), (1d), and (1e) becomes 

i. Ak =E[ +ak { __ I_*Uo+ [EI.AI)} , (7a) 
at 41Tr 

i. Ek = D/Flk + jk' (7b) 
at 

a. D' 
-jo= ill' 
at 

(7c) 

(7d) 

The reason for replacing (I) with (7) is given in Ref. 2. 
Now we shall prove the local existence and uniqueness 

of the solution of the Cauchy problem. Applying Segal's gen­
eral theory of semilinear evolution equations3 we shall show 
that for any sufficiently regular external currentjk and ini­
tial values (A (0,. )E(O,. )jo(O,.») Eqs. (6a)-( 6c) have a 
unique solution defined on some time interval [O,n. Clear­
ly, the choice of t = 0 as the instant for which the initial 
conditions are specified does not limit the generality of our 
considerations. Since the constraint (7d) is conserved in 
time each solution ofEqs. (7a)-(7c) with the Cauchy data 
satisfying (7 d) is also a solution of Eqs. (1). In the subse­
quent considerations time plays a different role than spatial 
variables; the fields are treated as a functions of time with 
values lying in some Hilbert space. 

We denote by Hr the Hilbert space of Lie-algebra-val­
ued functions on R 3 quadratically integrable together with 
their first r derivatives, 

where the operator Tr differs by a minus sign from the usual one. Since elements of the Lie algebra are anti-Hermitian this 
convention implies that Tr X 2>0 for any Xbelonging to the Lie algebra of G. It is easy to see thatfeHr is equivalent to the state­
ment that each matrix component of/belongs to the usual Sobolev space Hr' Next we form the Hilbert space 

1700 J. Math. Phys., Vol. 30, No.8, August 1989 Z. Swierczyr'lski 1700 



                                                                                                                                    

The symbols A k' E k' andjo are used here to denote elements of space H, + \ and H,; H ~ denotes the direct sum H, ffi H, ffi H,. 
We shall consider an abstract problem in the space 7t"" corresponding to Eqs. (7a)-(7c): 

(8a) 

u(O) = Uo' (8b) 

Here u is a function of time with values in the space 7t",: 

u(t) =(~~:::~), 
lo(t, ) 

(9a) 

whereA(t, )Elf~+ \' E(t, )Elf~,jo(t, )Elf,. Operator.9l, is a linear operatorin 7t",: 

( 
E[ ) .9Iu= 

, alalAk - akalA I 

with the domain 

The external current is assumed to be a continuous function 
of time with values in the space H,+ \. We shall omit the 
sUbscript r when this will not lead to confusion. 

It may be proved2 that .91, is an infinitesimal generator 
of a bounded, strongly continuous one-parameter group in 
7t", and that J, is a continuous, Lipshitzian-in-u function 
(in fact all terms present in J, are C 00 functions, except for 
the external current, which is continuous by assumption). 
Since the proof is almost the same as in Ref. 2, we shall not 
repeat it here. The situation would be quite different if we 
had used (1) instead of (7). It turns out that the operator 
corresponding to the linear part of Eqs. (1 a) and (1 b) is not 
a generator of a bounded, strongly continuous one-param­
eter group in the space H ~+ \ ffi H~. Thus we would have to 
use some other space, for example the space H ~ ffi H ~. The 
continuity of J, implies then that r>2. We have chosen the 
space 7t", because it is easier to prove the global existence of 
the solution in this space. 

It follows from the Segal general theory3 that for any 
initial data uoe/JY, the integral equation corresponding to 
the Cauchy problem (8), 

( 10) 

possesses a unique solution defined on some interval [O,n, 

1701 J. Math. Phys., Vol. 30, No.8, August 1989 

(9b) 

where T> 0 usually depends on uo. Besides, for the maximal 
interval of existence of the solution we have T = 00 or 
limt_ T Ilu(t) II = 00. If, in addition, UOED.if' jk is of the C \ 
class, then u(t) is a C \ function taking values in D.if ,j and 
satisfying Eq. (8).3 It also can be proved that the solution 
satisfying initially the constraint (7d) satisfies it throughout 
its whole interval of existence ([0,n)2. The connection 
between solutions of the abstract problem (8) and Eqs. (1) 
may be established by using Lemma (7) of Ref. 2 (see be­
low). 

Now we would like to investigate the smoothness ofthe 
solution. Our considerations are based on the methods used 
in Refs. 3 and 4. Let us assume that there exists a bounded, 
strongly continuous one-parameter semigroup with the in­
finitesimal generator ffIJ such that the function 
u h (t) = e htiW u (t) satisfies the equation 

Uh (t) = et.if U h (0) + f e(t - s).if K (h,S,Uh (s) )ds, (11) 

where u(t) is a solution ofEq. (10) with UoEDtiW and K is a 
C \ function satisfying the condition 

K(O,t,u) = J(t,u). (12) 

We denote by w(t) the solution ofthe equation 

rt 

{aJ w(t) = e
ttiW fflJuo + Jo e(t-S).if au (s,u(s»)'w(s) 

aK } + - (O,s,u(s») ds. 
ah 

(13) 

Using (10), (11), and (13) we obtain 
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II ~ (Uh (t) - U(t») - W(t) II 
<lIetdllll ~ (U h (0) - Uo) - &UUoll 

+ 50' lIeCt-S)-""II{l1 ~ [K(h,s,Uh(S») -J(S,U h (S»)] - ~~(h,S'U(S»)11 

+ II ~~ (h,s,u(s») - ~~ (O,s,U(s») I I + II ~ [J(S,Uh(S») -J(S,U(S»)] - ~~ (S,U(S»)'(Uh(S) - U(S»)II 

+ II ~~ (S,U(S»)-( ~ (Uh(S) - U(S») - W(S) )II} ds 

<lletdllll ~ (Uh (0) - Uo) - &UUoll + 5o'/(h,S,U(S»)dS + 50' lIeCt-S)-""1I11 ~~ (s,U(s») I I 

X II ~ (Uh (S) - U(S») - W(S) II ds, 

where/is some continuous function and/(O,s,u(s») = O. It 
follows from Gronwall's lemma6 that 

lim II (I/h)(uh (t) - u(t)) - w(t) II = o. 
h_O 

(15) 

Thus, we have proved that if uoEDq; then u(t)EDq; for 
tE[O,n and &Uu(t) =.w(t). 

Let us now assume that the components of the external 
current treated as functions with values in the space H, + j _ I' 

for 1= O, ... J, are of class C l
, and that u(t), O<.t < T, is a 

solution of Eq. (10) in the space JY', with uo~,+j for 
some/;;.l. Taking &Uk = ak D" = {u~,:&U kU~R}' 

, :5J k 

we obtain that 
3 

U(t)~r+ 1 = n Dei}, 0<1< T. 
k~ 1 k 

Thus u(t) = er + t U t (t), where U t is a solution ofEq. (10) in 
the space JY'r+ t, and er + t is the natural embedding of 
JY',+ t into JY'r' Repeating this argumentj - 1 times, we 
obtain that u(t)=e,+t"'e,+juj(t), Uj(t)~'+j' 
O<t< T. Since uj , e,+p and dr+i_te,+j are continuous, 
the left-hand side of the equation 

d 
dt er+juj = d r + j _ t er+juj + Jr + j _ t (t,e,+juj ) (16) 

also has to b~ continuous. Repeating the argument based on 
Eq. (16) (in whichj is replaced in succession by j - 1, ... ,1) 
we obtain that Uk is of class C j - k (with respect to t) for 
k=O, ... J. 

To complete our considerations concerning the exis­
tence of solutions ofEqs. ( 1 ) for small time intervals we have 
to establish a connection between the classical equations ( 1 ) 
and the abstract problem (8). We use Lemma (6) of Ref. 2 
which states that if/is a C k function mapping a real interval 
I into H2 +j_ k' for k = O, ... ,j, then it is a Cj function on 
I XR 3. Besides 

df aj dij aij 
-=-, ... ,-. =-., 
dt at dt l at l 

(17) 

i.e., the derivatives off of treated as a curve in H2 coincide 
with its partial derivatives. Combining this lemma with our 
previous considerations we obtain that each solution of Eqs. 
( 1) with initial data lying in H2 + j and the external current 
being a C 1 function of time with values in H2 + j _ I' for 
1= O, ... J, has CH t potentials An and Cj electric fields En 
(treated as a functions of variables xO, xl, x2, x3). 
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I 
III. EXISTENCE OF A GLOBAL SOLUTION 

Now it remains for us to prove that the Cauchy problem 
possesses a global solution. The regularity conditions, which 
have to be imposed on the fields, are somewhat more restric­
tive than in the previous section. It will be assumed that Uo 
and u(t) belong to the space JY'4' The external current is 
supposed to be a C 1 function of time with values of H4 _ I' for 
1= 0,1,2. We again follow Ref. 2. First we show that the L 00 

norm of the function Fl'v (t,) andjo(t,) is bounded on each 
finite interval [O,n. Using this it can be proved that the 
norm of the solution in the space JY't is also bounded. It 
follows that the solution is global in time, i.e., T = 00. 

We denote by Tl'v the energy-momentum tensor for the 
Yang-Mills field 

(18) 

where if'v = diag( - 1,1,1,1) is metric tensor. Using (lb) 
we obtain 

(19) 

If the external current does not vanish the energy of the 
Yang-Mills field 

E(l) = L~t Too (x)d
3
x 

= r Tr{~EmEm +~FmnFmn} d 3x 
J,.,o~t 2 4 

(20) 

may be time dependent. However, using (19) 
Schwarz inequality it can be easily proved that 

I :t E(t) I «2E(t) )1/2IU(t) ilL" 

From this inequality it follows that 

E«E(O) 1/2 + 50' II j (S)IIL' dSY, 

where 

We also use the notation 
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Ij (x)1 = (Trjk(x)jdx»)1/2 

and similar notation for the fields AI" FI'Y' andjo. 
Let us pick up an arbitrary point p in Minkowski space 

with x~;;;'O (x~ for ft = 0,1,2,3 are coordinates of the point 
p). We will show that 

IF(p) I =(~ Tr Fl'y(p)2)1I2 

and lio(p) I =(Trjo(p)2)1/2 may be estimated by some func­
tions of the initial data and x~. First we find an estimation on 
the integral 

J(p) = i TOl'dSI' 
Kp 

= i ~ Tr {1(F il'fnV) 2 

2 4 I'V 
Kp 

+ ~ (FI')l'e~)2 + (Fl'vete;->2} , (23) 

where Kp is the part of the past light cone with vertex at point 
p, contained between the initial data surface t = 0 and point 
p: 

r = Ctl (yk _ X~)2)1I2 , 

i= -~+~, fn=~+~, 
at ar at ar 

and el and e2 are spacelike four-vectors satisfying the condi­
tions 

A A A A A AB r"B 
~ll' = ~ml' = 0, ~el' = UA' 

Applying Gauss' theorem to Eq. (19) we obtain 

J(p) - f Too(y)d 3y= - L Trjk (y)Ek (y)d 4y. 
JBp Kp 

(24) 

Here Bp is a three-dimensional ball of radius ro = xg con­
tained in the initial surface t = 0, 

Bp = {y: r<ro, yO = O}, 

Kp = {y: r<x~ - yO,O<yo<x~}, 

aKp =KpUBp. 

Using the inequality JT ood 3y>0 and the Schwarz inequality 
we find that 

(25) 

where we have denoted by it(t) the right-hand side of the 
last inequality in (25). 

Now we shall use the transformation (3). The function 
~ may be chosen in such a way that the following conditions 
hold2•7: 

AI' (y)(y" -~) = 0, 

~ (Xp) = 1. 

(26a) 

(26b) 

It is convenient to shift the origin of the coordinate system to 
the point p. Conditions (26) then become AI' (x)xI' = 0, 
~ (0) = 1. In the new coordinates the initial data are given 
at time to = - ro = - x~. The new potenti~s AI' can be 
expressed in terms ofthe field strength tensor Fl'v (see Refs. 
2 and 7): 

AI' (x) = f dA AxI'Fl'v (AX). (27) 

Hence 

al'A I'(x) = fdA A 2xa{[Fal' (AX),A I'(AX)] + Ja (Ax)}. 

(28) 

From (4) and the Bianchi identity it follows that 

DyD YFap = 2 [FYa,Fyp ] - nJp + DJa. (29) 

Separating the linear part and using the retarded Green's function for the wave equation we obtain from (29) the 
following integral equation for FaP: 

A A. 1 i A A A A. A A A {J 
F(O)aP = F:::'p (0) - - r dr dO{ - 2 ay [A y,Fap ] + [ayA y,Fap] + [A y, [Ay,Fa ]] 

41T Kp 

+ 2 [FYa.Fyp] -DJp +DJan= _" (30a) 

where 

A. 1 i {aFap aFap A} IIi {A A A F:::'p (0) = - dO ro --+ ro --+ Fap = - dO roml' al'F aP + F aP}lt= to. '='0 
41T s' at ar t=,,,,,=,o 41T s' 

(30b) 

A. A A. A 

is the solution of the wave equation ayayF:::'p =0 for the same initial data as for Fl'v, i.e., F;'vlt='o =Fl'vl,=to, 
aoF:v I, = to = aoFl'v I, = '0' S 2 = aB p' and dO is an element of area on the unit sphere. 

After substituting al'A I' from formula (28), Eq. (30a) becomes 

Fl'v(O) =F~p(O) - 4~ LprdrdO{ -2 ay [A Y,FaP ] + [f dA A 2xY[Fyl' (AX),AP(Ax)] ,Fap (X)] 

- [Ay,[Ay.Fap]] - 2 [FYa,Fytd + f dAA 2x
y

[Jy(Ax),FaP ] - DJp +DJa} I t= _, . (31) 
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Repeating the arguments given in Ref. 2 one can obtain an estimate of the terms not involvingjJL; namely, the sum of FJLv (0) 
and the integral of three last terms is bounded by the following expression: 

- - 1/2 2 

i
To (iTO) 1/2 

CIE(ro) 0 drIlF(-r)IILoo +C2E(ro) 0 drllF(-r)IILoo +KI(to) + K2 (to) , (32) 

where the Cj are constants, the K j depend on the initial data, and 

IIF(t)IILoo = sup IF(x) I· 
X'=, 

The first integral involving JJL may be estimated in the following way: 

IL/drdfl f dA A 2[x1r (AX),Fap(x)] I 
<2 f dA A 1/2 (L

p 
r2 drdfl A 31 X; jr(AX) 12) 112[411' f IIF ( - r)lI~oor2 drr/2 

<{C3Vo(t)lli, + C4 (IIA(to) IIi, + r~ 1'OE(t)dt) 1'OIU (- r)lI~oo dr} (r~ 1'0 drllF( - r)lI~oo y12, (33) 

where we have used the relations Ix1rl = Ix1rl and IFI = IFI and, moreover, Eqs. (la) and (le) toexpressjoin terms of the 
electric field, external current, and initial data. 

We evaluate the next integral using (Ie): 

LprdrdflDJol,= -T 

= Lp r 2 drdfl{a[ (+)101,= -T + ( - ;: [Ao,10] + ;~ Dk1k + ~ 10 + + [A[,10]) I t= _ J (34) 

Performing the integration over X I in the first term in (34) we get 

1 2 (1~1) 11 2{~ ': r drdflal-r]o =-r" ,dX]0I,=-r",x,=<T5- xi+ xi)'''-]0It=-r",x,=-<r6- xl+ x i)'''}. 
Kp t= _ r 0 X2 +x3<rO 

(35) 

Similarly performing the integration over X 2 and X3 we obtain the integrals involving only the initial values orjo which are 
bounded because aol = liol. To estimate the second integral on the rhs of (34) we use the formula (27) 

ILpr
2

drdfl ;: [AoJo] 1,=_.1 

(36) 

Similarly, 

(37) 

For the term involving Dk 1k we obtain 

I r r 2drdO X:DJkl I 
JKp r I=-r 

(38) 

The remaining integral in (34) and the last integral in (31) are easy to estimate: 
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(39) 

(40) 

The estimates (32)-(40) yield 

IF(O) I ql (ro) + hero) LO drllF( - r) IIL~ + hero) (LO drllF( - r) II~ 00 ) 112 

(41) 

where the functions/k (ro) are bounded on each finite interval [O,n and depend on the initial data and the external current. 
From (41) it follows that 

(42) 

The inequality (42) is written in the old coordinate system (in which the initial data are given at t = 0). 
We also need an estimate on Iljo(t) IlL 00' Using (la) and (lb) it is not difficult to show that 

lIjo(t)IIL~ «lIjo(O)IIL~ + L dsllJJds) IlL 00 + c(L dsIIHs)IIL OO ) (IIA(O) ilL 00 + t L dSIIF(S)IIL~)' 
Next we define 

(43) 

N(t) = IIF(t) IlL ~ + lIjo(t) IlL ~. (44) 

Since U(t)EJY'4 it follows from Sobolev inequalities that N(t) is continuous.2 Combining (41) and (42) we obtain 

N(t)q(t) +g(t) f dsN(s) (45) 

with appropriate/(t) and g(t). Applying Gronwall's lemma we see that N(t) is bounded on each finite interval [O,n. 
Equation (la) implies that IIA IlL 00 is also bounded. 

In order to complete the proof we have to estimate the J¥"I norm of the solution. Since 

IlulLW'1 «C(&fi 0 + :f 0 + &fi 0 + :f 0)' (46) 

where 

(47a) 

(47b) 

(47c) 

(47d) 

it is enough to show that &fi k and :f k are bounded. Using Eqs. (1) and proceeding in a manner similar to Ref. 2 we have 

1 :t &fi 0 1« (IIJJk ilL ~ + IIjllu IIA ilL ~ )&fi6
12, (48a) 

I:t :fol«(Co + CIIIFIIL~ +&fio):fo, (48b) 

1 :t &fill «( IIJ"Jm IlH, + 411jllL oo:f 0 + IUIIH, IIA ilL ~ )&fi:
12, (48c) 

1 :t :f II «&fi l + (C2 + C3 11A ilL 00 ) IUII~, + (C4 + CsliA Il~ ~ + C6 11F Il~ ~ ):f 0 + (C7 + CglIA II~ ~ ):f I' (48d) 
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Hence we obtain the desired estimation. Thus the proof is 
complete. 

IV. ENDING REMARKS 

In this paper we have considered the Cauchy problem 
for Eqs. (1), i.e., for the Yang-Mills field with the external 
current. We have proved that if the initial data satisfy the 
condition 

Ak (0,' )ElI5, Ek (0,' )ElI4, DkEkElI4, 

and the external current is a C I function with values in 
H4 -I, for I = 0,1,2, then there exists a global solution (since 
the two first conditions imply [Ak,Ek ]ElI4' the third one is 
equivalent to akEkElI4). The solution is uniquely deter­
mined by the initial data. Besides, Ak (t,. )ElI5 , Ek (I,' )ElI4, 
akEk (I,' )ElI4, for t>O. The potential A and the longitudinal 
part of the electric field E L are C 3 functions of the variables 
xO, ... ,x3; the transverse part is a C 2 function. 

Our first remark concerns solutions of Eqs. (1) in local 
spaces. The condition/EH, implies restrictions of the behav­
ior off at infinity. Since the speed of propagation of field 
disturbance described by Eqs. (1) is bounded by the velocity 
of light these restrictions are not necessary. We define H~oc 
as a space of functions from R 3 to the Lie algebra of G satisfy­
ing the condition gfElI, for an arbitrary C 00 function g with 
compact support (herefElI~OC). Using the method of Ref. 5 
it can be proved that everything we have said above about 
global solutions remains valid if we repiace each H, by H~oc. 

Let us recall that in our formulation of the Cauchy prob­
lem for the Yang-Mills equations with the external current, 
jo is not arbitrary and Ao = O. However, it follows from our 
considerations that if Eqs. (2) are satisfied then the spatial 
part of the external current j It' for t>O, the initial values of 
the potentials Ait I, = 0' and their time derivatives aoAlt It = ° 
uniquely determine all quantities invariant under the trans­
formation (3) e.g., Trjojlt' Thus in any case wecannottreat 
all four components of the external current and the initial 
data as arbitrary functions. On the other hand, the Yang­
Mills equations do not determine aoAo so if we do not impose 
an extra constraint (e.g., Ao = 0) the solution is not unique. 

We would like to end our paper with some remarks 
about Lagrangian formulations of the Yang-Mills theory 
with external current. It is easy to see that Eq. (1 b) follows 
from the Lagrangian density 

!£' = Tr{!(aoAk) (aoAk) - !FlkFlk + AJk}' (49) 

We may also use 
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(50) 

Taking the variation of the action corresponding to!£" with 
respect toAIt andjo we obtain the following Euler-Lagrange 
equations: 

DItFltv = - jv' 

Ao=O. 

(51a) 

(51b) 

One of the possible generalizations of the Lagrangian !£" 
has the form 

!£'" = Tr{ - !FltvFItV + AJ[w] + h [wH, (52) 

where.!' and hare functionals ofa new field w. To obtain !£" 
from !£''' we have to take.!' = (wj), h = O. If we choose 
j" = r + altw, h = 0, we get the constraint altA It = O. The 
Lagrangian !£''' establishes some connection between the 
form of the dependence of the current on w and the con­
straint imposed on the potentials. However, this connection 
seems to have no significance in the considerations concern­
ing the Cauchy problem. For example, we can take 
j It =} It + altw and Ao = 0 instead of altAIt = O. 

Sometimes we obtain a well-posed Cauchy problem 
treating the covariant "current continuity equation" (2c) as 
a constraint imposed on the potentials. An example is SU (2) 
gauge theory with the external charge (the current has the 
formj" = /ibp, where p is a Lie-algebra-valued function satis­
fying the condition ao Tr p2 = 0). 
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A simple refinement procedure of iteration methods for nonlinear systems is presented. It is 
based upon the introduction of a numerical measure of the "separation" between iterates, 
which themselves depend on parameters to be determined by requirements on the magnitude of 
this "separation." As a simple but informative application of this idea the refined Picard 
iteration ofthe null Dirichlet problem for 6..u + AI (x,u) = 0 is considered. To illustrate the 
use of this technique the equation of Bratu and the so-called Gel'fand problem is observed. A 
discussion follows. 

I. INTRODUCTION 

There exists an interesting refinement procedure for the 
iterative solution of functional equations suggested by 
Rayski,1 within the context of Lippmann-Schwinger-type 
integral equations. This method, called the refined Born ap­
proximation, has been discussed in several papers. 2 The 
practical efficiency of the method has been confirmed in re­
cent calculations of some atomic and molecular properties.3 

By virtue of its generality, Rayski's method may be applied 
to a large variety of physical problems. Moreover, this kind 
of refinement technique diversifies the iteration method it­
self. 

The present paper is intended as a first step in treating 
nonlinear systems by Rayski-type refinement of Picard's it­
eration. Our main interest is in questions such as nonunique­
ness and critical dependence on parameters connected with 
the intrinsic behavior of solutions of nonlinear systems. 

Specifically, we investigate the positive solutions of the 
following nonlinear eigenvalue problem: 

Lu =A[(X,U), XEn, 

u =0, XEan, 

where L is the negative Laplacian, 

L= - 6..; 

( 1.1a) 

(l.1b) 

(l.1c) 

n, a bounded (open) domain in R m 
; A, a real parameter; and 

J, a given nonlinear function of its second argument. The 
importance of this problem in mathematical analysis, in ge­
ometry, and in various applications, has been recognized for 
many years.4-9 Let us recall that this type of problem arises 
in many questions of mathematical physics: existence of soli­
tary waves, nonlinear field equations, problems offalse vacu­
um, nonlinear heat equations, nonlinear diffusion equations, 
etc. 

A most striking feature of problem ( 1.1) is that the posi­
tive solutions of ( 1.1) need not be unique. The purpose of 
this paper is to relate results for this problem obtained by the 
standard Picard method to those established by the refined 
one. Problem (1.1), as well as some generalizations of it, 
were treated by Keller and Cohen9 and by Laetsch,1O who 
originally developed the monotone iterative methods placed 
in the context of Banach spaces by Amann. 11 Our approach 

a) Present address: Department of Theoretical Physics, I Keble Road, Ox­
ford, OX! 3NP, England. 

presented in the paper is somewhat inspired by their treat­
ment of such problems. 

In Sec. II of this paper we state some previously estab­
lished results on the positive solutions of ( 1.1) under rather 
mild monotonicity conditions on!; the Schauder fixed point 
theorem, Picard's iteration, and the perturbation method are 
applied to the problem. Rayski's refinement procedure of an 
iterative method is described in Sec. III. In Sec. IV the proce­
dure is applied to Picard's method for the solution of prob­
lem ( 1.1 ). We look at the equation ofBratu (m = 1) and the 
so-called Gel'fand problem (m = 2). As will be seen, the 
refined Picard iterations yield much more information on 
the solutions than the standard Picard scheme. In this case 
the main advantage of the refined iteration is that it yields 
quantitative improvements and, furthermore, the qualitative 
results are much deeper than those obtained in the ordinary 
approach (at the same stage in the iterations). In order to 
illustrate these qualitative improvements, we consider the 
limit of vanishing A; in this limit the standard scheme corre­
sponds to the perturbation method (A being the perturbation 
parameter). It is very encouraging to note that the refined 
technique, although very simple and not more cumbersome 
than the plain version of the iteration, predicts results with 
surprisingly small errors and yields remarkable results on 
the multiplicity of solutions and the bifurcation picture, even 
in the simplest possible version (and in the lowest-order ap­
proximation). The significance of our results is finally dis­
cussed, and a few remarks made in support of the method, in 
Sec. V. 

II. STATEMENT OF THE PROBLEM AND SOME 
PREVIOUSLY ESTABLISHED RESULTS 

The example of a nonlinear system, which we study in 
this paper, is concerned with the nonlinear eigenvalue prob­
lem of the form (1.1) defined on 0 under certain conditions 
on! We seek positive solutions U (A;X) > 0 on 0., and investi­
gate the set of values of A for which such solutions exist. The 
boundary an is assumed "sufficiently smooth." (This last is 
merely an announcement that our concerns are only with 
those technical difficulties arising from considerations other 
than regularity of an.l2) The nonlinearity [(x,v) is a 
smooth function of its arguments on the (m + 1 )-dimen­
sional half-cylinder XEn, v;>O. The problem for (1.1) con­
sists in determining a function U(A;X)E[ C 2(n) nC(O)] 
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that satisfies (1.1) in the pointwise sense. In addition to the 
smoothness requirements mentioned above, the conditions 
to be imposed onfwill be one or more of the following: 

f(x,v»/3> 0, onnforallv>O, (2.1a) 

f(x,v) is nondecreasing in v for fixed x , (2.1b) 

f(x,v»g(x)v>O, forallv>O. (2.1c) 

In order to present the results of the present paper, we 
shall need some previously established facts. Rather than 
rederive these results we shall simply state them and refer the 
reader to Refs. 9, 13, and 14 where they are proved. 

Property 1: Only positive A can be in the spectrum A, the 
set of all values of A for which (1.1) has a positive solu­
tion.9.13 

Property 2: There is a finite (critical) number Ac >0, 
such that for A < Ac the system ( 1.1) has at least one positive 
solution, while for A> Ac the system has no positive solu­
tion.9.13•14 

Property 3: If S = S(A), the set of all positive solutions 
of ( 1.1) (with a certain A) is not empty, then there exists the 
minimal solution U(A;X), in the sense that U(A;X)';;;U(A;X) 

for any other positive solution.9.13 Moreover, U(A;X) is an 
increasing function of A on A for each X.

9
•
13 

-

Property 4: If A is a point in the spectrum A, then the 
sequence {un (A;X)}, defined by the standard Picard iter­
ation, 

Uo=O, 

LUn =Af(x,un_l(x»), XEn, 

(2.2a) 

(2.2b) 

Un = 0, XEan, n> 1, (2.2c) 

is monotone increasing and converges uniformly to the mini­
mal solution, that is,9.13 

lim Un (A;X) = ~(A;X) . (2.3) 
n-oo 

It should be pointed out that the minimal solution is unique 
and therefore that it has the same symmetries as the problem 
( 1.1); the spectrum may be closed or open depending on the 
particular shape off (x,v). 5-10.13.15 The length of the interval 
(0, Ac) is variable and depends on f and the geometry of 
.0.5-10.13-15 

Now let us look for the positive solutions of ( 1.1) and 
(2.1) that satisfy, on .0, the following condition: 

lim U(A;X) = ° . 
A-O 

(2.4a) 

In this case we may apply the perturbation method in the 
neighborhood of A = 0. We proceed by assuming that the 
unknown function U(A;X) can be expanded on .0 as A-+O, 
according to 

00 

U(A;X) = L Urn (X)A m , (2.4b) 
m~1 

where the quantities U m are functions to be determined from 
(1.1), and the (known) nonlinearity f (x,v) can be expand­
ed on .0 X [0, p), according to 

00 

f(x,v) = L rpm (x)vrn . (2.5) 
m~O 

Since it is more convenient to deal with integrals than deriva-
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tives, we shall rewrite the problem (1.1) as the following 
integral equation: 

u(x) = A L dy g(x,y)f(Y,u(y»), XEn, (1.1') 

where g(x,y) is the (positive) Green function for (L,n), 

vanishing on an. Now if we substitute (2.4b) and (2.5) in 
Eq. (1.1'), and equate the terms of the same order in A on 
both sides, we get the following set of expressions for U m , 

which ensures that U (A;X) given by (2.4b) satisfies (formal­
ly) Eq. (1.1'): 

u 1 (x) = L dy g(x,y)rpo(y) , 

u2(x) = L dy g(x,y)rpl (y)u 1 (y) , 

Urn + 1 (x) = L dy g(x,y) (rp1um + rp2u rn.2 

+ ... + rppum,p + ... + rpmu;")(y) , 
(2.6a) 

where 

(2.6b) 

where the sum is taken over P= (i1,i2, ... ,ip )' allp permuta­
tions of numbers {1,2,3, ... ,m} with repetitions to p, and that 
il + i2 + i3 + ... + ip = m [in particular, we have 
u rn.1 = Urn (y), u m •m = u;"(y)]. 

Apparently, this perturbative result corresponds to Pi­
card's iterates in the limit of vanishing A [compare (2.2)]. 
Moreover, in view of property 4 it is clear that the solution 
(2.4 )-(2.6) corresponds to the minimal positive solution of 
( 1.1 ). This means that for A sufficiently small the series 
(2.4 )-(2.6) converges uniformly on .0 X [0, p), that is, 

00 

L Urn (X)A rn = ~(x,A) . (2.7) 
m~1 

III. OUTLINE OF THE METHOD 

Now let us describe Rayski's refinement of an iterative 
method. In the interest of simplicity and clarity it is best to 
discuss the one-step stationary case of iterative processes, 
examples of which are Picard's method and Newton's meth­
od. The sequence of iterates is then defined recursively by the 
following relation: 

Un+ 1 = TUn' n = 0,1,2, ... , (3.1) 

where the iteration is started by choosing a (suitable) first 
approximation to u. Rayski's method is a very general one 
that can be used whenever one imposes a (proper) numeri­
cal measure Q[ v,w] of the "separation" between iterates v 
and w. For simplicity we restrict our considerations to a pair 
of consecutive iterates Un' Un + 1 .2 The principle involved is 
the following. If at any stage in the above successive defini­
tions we have un + 1 = Un' then Un = Un + 1 =U is a fixed 
point of the operator T, that is, 

u=Tu, (3.2) 
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and the procedure is terminated. In general this will not hap­
pen, butthe functional Q[ Un 'Un + I ] will become more near­
ly constant ( = Q[u,u]) as n is taken larger. We are now 
starting with an initial estimate uo(a) labeled with a certain 
number of continuous parameters a to be determined. Con­
sidered as a functional of the pair Un (a),u n + I (a), the 
quantity Q reduces to a simple function of the parameters a, 

q(a)=Q[Un(a),Un+l(a)] . (3.3 ) 

Each set of values a for which 

q(a) = Q [u,u] , (3.4) 

defines an approximate fixed point of T, 

u=un + 1 (a) . (3.5) 

More precisely, if the zeroth-order approximation to U is a 
function of N unknown real parameters, then these N param­
eters can be found from N requirements of the type (3.4); 
this means, for example, from the following system of equa­
tions2,16: 

(3,6) 

for i = O,I,2, ... ,N - 1. 
The success of the method depends essentially on the 

choice of the initial iterate and the measure of the separation. 
These must be simple enough to lend themselves easily to the 
calculation, but must be judicious for the solutions obtained 
to be close to the exact ones. Apparently, the method de­
scribed above can be easily developed toward a "variation­
iteration" procedure.2 The initial approximation to U and 
the functional Q should be chosen in such a way that one is 
able to find "good"a's [in the sense of (3.5) ] after perform­
ing few iterations. 

There is one remark that has to be added: In case the 
operator Tin (3.1) is nonlinear we get 

(3.7) 

which is a nonlinear algebraic equation for the determina­
tion of the a's. This leads in a natural way to the problem of 
multiplicity of the solutions ofEq. (3.2) and related topics. 
Actually, Rayski's procedure is related to the solution of 
nonlinear functional equations by appealing (to some ex­
tent) to certain nonlinear algebraic equations derived from 
these functional ones. Moreover, one may employ Rayski's 
procedure as a search algorithm to obtain initial approxima­
tions, and then subsequently approach the solutions by ap­
plying a fast iterative method. 

IV. APPLICATIONS 

In order to illustrate the idea outlined in Sec. III, we 
consider the refined Picard's method applied to ( 1.1 ). In the 
case of the problem for (1.1), the method of collocation, 
Galerkin's method, and the least-squares method provide 
examples of the measure Q. 2,16 To further simplify consider­
ations we assume that the initial guess is (positive on fl and) 
linearly dependent on its parameters, that is, 

N 

Uo(A;X) = L amXm (x) , (4.1 ) 
m=l 

where {X m} is a set of linearly independent functions we 
have at our disposal. When this quantity is substituted in 
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(2.2b) and (2.2c), we obtain for all xEfl, 

Un = Un (x;a), n> 1 . (4.2) 

Whatever the choice of ai' a2, ... ,aN, we cannot expect 
Un (x;a) and un+ I (x;a) to be equal on fl, 

Un (x;a) = Un + I (x;a) (4.3) 

[unless, accidentally, the exact solution of (1.1) is of this 
form]. One is therefore led to a number of different ways of 
satisfying (4.3) approximately. The idea is to choose 
a I,. .. ,a N so that the two sides of (4.3) "are equal as nearly as 
possible." There are various criteria (that is various Q 's) for 
"nearly equal." We might require, for instance, that the two 
sides be equal at N suitable chosen points X to x 2, ... ,XN Efl, or, 
following (3.6), demand that 

Un+i(xO;a) =Un+i+I(XO;a), i=O,I, ... ,N-l, 
(4.4) 

where Xo is a suitable chosen point in fl. 
The following reasoning may be useful in choosing the 

point XO' Let us define the functional, 

1 [( ) 1 (. v(x;a) ) 
Ac V x;a =sup mm ; 

aeR xen Sn dy g(x,y)I(y,v(y;a») 

we expect that the value 

Ae =Ac [un (x;a)] 

(4.5a) 

(4.5b) 

should approximate the critical value Ae mentioned in prop­
erty 2. On the other hand, we expect that (4.5) singles out a 
point, which can be substituted in (4.4) as xo' For instance, 
in case we are dealing with "autonomous" equations of the 
form 

- au = I(u) 

in a ball, 

fl = BR ={xER m:llx - all <R}, 

choosing the trial function uo(x;a) =a, we have 

(4.6a) 

(4.6b) 

Ae =Ae[uo=al =sup_a_ min [I dyg(X,y)]-1 
R I(a) BR BR 

=sup-a-[1 dyg(a,y)]-I (4.7) 
R I(a) BR 

In this case in the lowest order of Picard's method, we get 
from (4.4) the following nonlinear algebraic equation for 
the determination ofa = a(A): 

uo(a;a)=A1 dyg(a,y)I(y,uo(y;a»). (4.8) 
BR 

A. The equation of Bratu 

To demonstrate the utility of the method, we consider 
the simple example of the equation of Bratu; that is, the fol­
lowing nonlinear integral equation 17.18: 

u(x) =A ib 

dyg(x,y)eU(Y>, xE(a,b) , (4.9a) 

where the kernel is a Green's function defined as follows: 

(b-x)(y-a) 
g(x,y) = , y<x, 

b-a 
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(b - y)(x - a) 
= , y>x. 

b-a 
(4.9b) 

One can show that the function u(x) which satisfies this 
equation is any solution ofthe differential equation: 

d 2u --+ Ae" = 0 (4. lOa) 
dx2 

which also satisfies the two-point boundary condition 

u(a) = 0 = u(b) . (4. lOb) 

Now we shall treat the problem by the refined Picard 
iteration. We expect to reproduce in the limit of vanishing A 
the perturbative result, that is, 

U(A;X) = A (x/2)(b - x) 

+ A 2(x/24) (b - x) (b 2 + bx _ x 2) 

+ A 3 (x/l440) (b - x) (9b 4 + 9b 3X - b 2X2 

(4.11) 

for XE( O,b), where for convenience it is assumed that a = O. 
It can be proved that the series (2.4b) converges uni­

formly to the unique solution of ( 1.1) for 

A <p/4FGp(fl), xEfl, Ivl<p, (4.12a) 

where 

F=. sup f(x,v) , 
nx[o,p) 

G=. sup g(x,y) . 
nxn 

(4.12b) 

(4.12c) 

The solution is unique in the sense that for small A there is no 
other solution of ( 1.1) that lies in a sufficiently small neigh­
borhood of the zero function throughout fl. Since eV is an 
entire function of v, we get from (4.12) that the radius of 
convergence of the series (4.11) is 

A < max (p/b 2e1') = 1/b 2e . 
p>o 

(4.13) 

Now, let us employ the simplest possible version of 
Rayski's method, that is, 

uo(x;a) =.a (a constant parameter); (4.14) 

and let us perform only one iteration (2.2). Then we get 
from (4.7) the following approximate result for the critical 
value of A: 

Ae =Ae [uo=.a] = s~p(ae-a)[ib dy g( ~ ,y)] -I = b~e . 
(4.15) 

Fitting the parameter a from Eq. (4.8) in the point Xo = b / 
2, we arrive at the following equation: 

ae- a =A(b 2/8). (4.16) 

In view of the above considerations we expect that there 
exists a solution ofEq. (4.16) satisfying the following condi­
tion: 

lim a(A) = O. ( 4.17) 
A._O 

Apparently, this choice of the parameter a should reproduce 
the results obtained by the standard Picard iteration. Indeed, 
one can verify that, ifthe rhs of Eq. (4.16) is a number less 
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than 1/ e, then the smallest root of this equation is given by 
the convergent expansion 

A 00 mm - 1 ( b 2)m 
ao(A) = L --,- A- . 

m=1 m. 8 
(4.18 ) 

On the other hand, it can be easily seen that there exists a 
second root ofEq. (4.16), Ci oo = Ci oo (A), which can be de­
termined from the formula 

t)= [Ci- (Ab 2/8)e<l]!(Ci-l) , 

where 

( 4.19a) 

Ci oo = Ci + t). (4.19b) 

This formula can be used as an iterative device in which Ci is 
replaced by successively determined values. Thus we see that 
by successive applications offormulas (4.18) and (4.19) one 
can obtain Cio,oo to any specified accuracy. The important 
thing to note is that the second solution of ( 4.16) is non per­
turbative, 

(4.20) 

and that aSA-+Ae , the two roots ofEq. (4.16) tend toward a 
limiting root Cie between them. When A = Ae , the limit root 
is the unique solution ofEq. (4.16). For A>Ae , Eq. (4.16) 
has no real solution. 

Thus one may conjecture that the bifurcation picture 
that follows from the above analysis holds for solutions of 
problem (4.9), and the point [Ae,U(X,Ae)] is then a turning 
point. Hence, in the case of Bratu's equation, (4.15) yields 
the estimate for the critical value of A mentioned in property 
2; (4.18) and (4.19) provide the approximations for solu­
tions, that is, 

~(A;X) = Cio(A)(4/b 2)x(b - x), 

~(A;X) =Ci oo (A)(4/b 2)x(b-x). 

Moreover, we expect that (4.18) and (4.19) 
bounds for both solutions of ( 4. 9) as A -+ 0, 

1I~1I00 = O(Cio)' 

lIuli oo = O(Ci oo ) . 

(4.2Ia) 

(4.21b) 

exhibit LOO 

( 4.22a) 

(4.22b) 

Comparing the above conjectures with the results of a 
theorem of Bratu,17 we are able to confirm them.5,19 The 
value of Ae b 2 obtained in (4.15) is within 16% of its correct 
value 3.513 .... On the other hand, (4.14) is a very bad ap­
proximation to u(x), which vanishes for x = 0 and x = b. 
One may take the polynomial initial guess 
uo(x;a) = ax(b - x), and a somewhat tedious calculation 
yields 3.448 ... ,a value of Ae b 2, which lies within 1.9% of its 
correct value (in the lowest-order approximation). 

B. The Gel'fand problem 

This section deals with a particular case of problem 
( 1.1 ), the so-called Gel'fand problem,5,20 

-Au=Ae", in nCR 2
, (4.23a) 

U = 0, on an. (4.23b) 

If n = nR =.{(x,y)ER 2: r=. Izl <R} (circle), where the 
complex variable z = x + iy, the radially symmetric pertur­
bative result reads 
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~(A;r) = A [(R - r)/4] (R + r) 

+ A 2[ (R - r)/64] (3R 3 + 3R 2r - Rr -~) 

+ A 3[ (R - r)/384] (5R 5 + 5R 4r - ~R 3r 

- ~R 2~ + !R,A + ~r) + ... , (4.24) 

and the same analysis as in Sec. IV A can be carried out. We 
get the following approximate critical value of A: 

Ac = 4/R 2e , 

and the approximations for solutions 

~(A;X) = ao(A)( l/R 2)(R 2 - r) , 
~(x) = aoo (A)( l/R 2)(R 2 - r) , 

(4.25) 

( 4.26a) 

(4.26b) 

where ao,oo are the two roots ofthe following equation: 

ae- a =A(R 2/4). (4.27) 

In this case explicit justification is possible. Introducing the 
complex variables z and Z, we can rewrite Eq. (4.3a) in the 
following form: 

a2 A 
---u=-eu

• 
azilZ 4 

(4.28a) 

It was shown by Liouville21 that the general solution of Eq. 
(4.28a) is 

u(z,z) = 10g{IJ'(z) 12/[1 + (A/8)1/(z)1 2]2}, 
(4.28b) 

where/ (z) is an analytic function, which can be determined 
with the help of the boundary condition. In the case of the 
null Dirichlet problem on nR , the radially symmetric solu­
tions can be calculated explicitly,5,21 

ui(A;r) = log bJ[1 + (AbJ8)r]2, (4.29a) 

where 

b. =~[1- AR2 + (-1)i(l- AR2)1I2], i= 1,2. 
I A 2R4 4 2 

Obviously, symmetric solutions exist only if 

A<Ac = 2/R 2. 

(4.29b) 

(4.30) 

It follows from a uniqueness argument that the minimal 
solution has the same symmetries as the problem itself. This 
means that the minimal solution u (A;X) is radially symmet­
ric and corresponds to U 1 (A;r). It can be shown that the 
circle has only radially symmetric solutions.5,21 

It is easy now to check explicitly that in the limit of 
vanishing A we have 

1I~1I00 = O(ao), lIuli oo = O(a oo ) • (4.31) 

However, for m > 2 or for arbitrary n, the explicit justifica­
tion analogous to that just described is impossible and so 
qualitative discussion is required.2o,22 

V. CONCLUDING REMARKS 

The results ofthis paper can be extended to a more gen­
eral class of the nonlinear Dirichlet problem. Since certain 
generalizations are immediate, we have restricted ourselves 
to problem ( 1.1 ) in order to keep the paper reasonably short. 
Moreover, if we define the Nemytskii operator 
F(v)(x)=/(x,v(x»), and let GF(v)=So dyg(x,y) 
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x /(y,v(y»), it can be shown23 that problem ( 1.1) is equiva­
lent to the Hammerstein equation u = AGF( u) in the Ban­
ach space C(n) with norm Ilull 00 = maxxeo lu(x) I. It is 
clear now that possible applications can be extended to mul­
tidimensional integral equations ofthe form u = AGFu. We 
wish to mention at this point that the refined iteration is 
especially worth recommending for iterative Lipschitzian 
operators24 T with the Lipschitz constant l' < 00, 

IIT(Tv) - Tvll <1'11 Tv - vii, 
and for iterative methods of higher orders.25 

Let us end with the remark that there are some recent 
techniques that often appear able to overcome the attractive 
or repulsive properties of solutions if the starting points are 
chosen sufficiently near a solution. Hence it would appear 
that in general it would be most efficient to use a search 
algorithm, such as the refined iteration, to obtain initial ap­
proximations and subsequently approach the solutions by 
applying a fast iterative method.26 
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In thi.s paper: using a distribution theory, the question of the compatible phenomenology 
assocIated wIth the electromagnetism of a classical point charge is addressed. The 
compatibility is restricted to the conservation laws of energy momentum and angular 
momentum. A general form of the equation of motion for a point charge is derived. 
Renormalization is not required. Previous results are discussed. It is shown that a distribution 
approach yields a deep insight into the problem. 

I. INTRODUCTION 

There are in the literature (see, e.g., Refs. 1-4), several 
equations to describe the motion of a point charge. Except 
for a few articles (see, e.g., Refs. 5-8), the overwhelming 
majority of works (see, e.g., Refs. 9-15) has been developed 
leading to the Lorentz-Dirac equation I as the equation of 
motion for a classical point charge. This circumstance could 
be misleading in the sense that the classical electrodynamics 
is compatible only with one equation of motion for a point 
charge. 

A long time ago, an important fact related to the equa­
tion of motion ofa point charge was addressed by Poincare l6 

and Von LaueY They remarked that a purely electromag­
netic charged body was impossible (classically) because the 
electric charge distribution by itself is unstable. They postu­
lated that a phenomenological tensor KILV , should be added 
to the electromagnetic energy-momentum tensor {1!'i~, to 
give the total tensor 

(1.1 ) 

The phenomenological tensor KlLv should be such that 

( 1.2) 

In principle, if {1 ~I~ is given, the compatible KILV tensor is not 
unique. 18 For the case of a classical point charge the Poin­
care-Von Laue's proposal raises the following question: 
Which is the compatible phenomenology associated with the 
electromagnetism of a classical point charge? In previous 
works, this question has not been totally considered, and 
only partial answers (through particular equations) have 
been obtained. Furthermore, many of these partial answers 
have the problem that they suppose a phenomenology that 
remains hidden behind unconventional mathematical proce­
dures (such as cutoff procedures and other prescriptions). 
The main purpose of this work is to give a general answer to 
the question that has arisen because of Poincare-Von Laue's 
proposal. For this task, a general enough phenomenology is 
explicitly exposed in order to obtain a theory that conserves 
energy momentum and angular momentum. Also, the addi­
tional restrictions that are necessary to extract some particu­
lar equations of motion are explicitly shown. In this sense, 
equations of various authors (see, e.g., Refs. 1-4) are partic­
ular cases of the general theory discussed in this work. 

To extract an equation of motion, two methods have 

a) Postal address: A. P. 47399, Caracas l()41-A. Venezuela. 

mainly been used. 0) The first method (see, e.g., Refs. 1,4-
9,11-13) is based on classical field theory. This point of view 
has its origin in Dirac's formulation. I In this approach, the 
electromagnetic field is considered as a mathematical func­
tion of the space-time points even though the source in the 
Maxwell's equations is not a mathematical function. (ii) A 
mathematical distribution theory is used to discuss the 
closed theory of interaction between the point charge and 
the electromagnetic field. 14.15 In this approach, the field (as 
the source) is not a function of the space-time points, in­
stead, it is a well-defined distribution. 

In this paper, using a distribution theory for the energy­
momentum tensor, it is proven that many equations of mo­
tion for a point charge are compatible with the classical elec­
tromagnetic theory. In fact, using a constructive form of the 
Hahn-Banach theorem, a general form of the energy-mo­
mentum tensor distribution is found that describes the inter­
action between a point charge and the electromagnetic field. 
From this distribution theory, a general form of the equation 
of motion of a point charge is derived. The general form 
yields well-known equations and new equations, moreover, 
it includes, as a particular case, a general form found pre­
viously.4 To extract the equation of motion, energy momen­
tum and angular momentum conservations are used. Since a 
rigorous distribution theory is employed, everything is fi­
nite, and no renormalization l

•
13 is required. Also, it is shown 

that distribution theory offers a clearer insight than other 
approaches, since it shows that the possibility of extracting 
different equations is directly related to the different compa­
tible phenomenologies (with electromagnetism) for a point 
charge. 

With respect to the notation, the metric tensor g will 
have a signature of + 2, and the speed of the light is taken as 
1. When it will be convenient, indices on vectors and tensors 
will be omitted and scalar products will be indicated by a dot. 
Parentheses ( ... ) or brackets [ ... ] will denote symmetriza­
tion or antisymmetrization, respectively, of the enclosed in­
dices (without a factor of one-half). The charge world line 
(CWL) is z(1"), where 1" is the proper time, and v(1")=v 
(v2 = - 1) and a( 1") =a(v·a = 0) are the four-velocity and 
acceleration, respectively. Retarded coordinates will be used 
here (see, e.g., Refs. 13 and 19). Then for any space-time 
point x, we define R=x-z(1",), R 2 =0 (Ro>O), 
p= - v·R, u=R /p - V, 1", being the value of the proper 
time on the intersection between the light cone, with the apex 
at x opening into the past, and the CWL. 
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Throughout this article, the closed region n ( E) shown 
in Fig. 1 will be used. In this figure, B (E) and B ( E) represent 
two bounded segments of two Bhabha tubes, 10,13 of radius E 
and E, respectively, where 0, E < E < 00 and C ( 7'i) repre­
sents a bounded segment of the future light cone with the 
apex atz( 7'i)' with i = 1,2. By O(E) we shall mean the union 
of all the open sets contained in neE), for E = 0 we write 
0(0)=0. 

We adopt, as the set of test functions, the set of all func­
tions that are infinitely differentiable and have compact sup­
port20,21 in O(E). Topologized in the usual way,20 this set 
will be denoted by ~ [O(E)]. A defined and continuous 
linear functional on ~ [O(E)] is called a distribution2o,21 in 
o (E). It will be seen that this election of 0 (E) will facilitate 
the future calculations without restricting the generality of 
the theory. 

The electromagnetic field FI-''' (x) satisfies Maxwell's 
equations: 

a"FI-'''(x) = 4Trj"(x) , (1.3 ) 

(1.4) 

where the current for a point particle with a charge e is de­
fined by 

j(x) = i~2 d7' eve 7')8[x - z( 7')] , 

(j,¢J) = i~2 d7' eve 7')¢J[z( 7')], foq6E~ (0) . (1.5) 

The electromagnetic field can be decomposed as 

( 1.6) 

where the nonsingular part Fext satisfies Maxwell's equa­
tions for vacuum and Fret is the retarded distribution solu­
tion of Maxwell's equations. Taylor14 discussed this solution 
( the retarded Lienard-Wiechert fields, see, also, Ref. 19). It 

FIG. I. Space-time region used to formulate the distribution theory. 
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is known14,19 that Fret defines a regular distribution in the 
whole space-time, in particular, in O. This means that the 
value of the distribution at the testing function ¢Je~ (0) is 

(Fretl¢J) = LFret (x)¢J(x)d 4x. (1.7) 

The components of the total electromagnetic energy­
momentum tensor for a point charge and an external electro­
magnetic field are 

O~~ = (1!41T)(Fl-'aF"a -'W'''Faf3Fa(3 ) , (1.8) 

where FI-''' is given by (1.6). Equation (1.8) defines a regu­
lar distribution in 0 (E), whenever E> O. Corresponding to 
the superposition shown in ( 1.6) we obtain (in obvious nota­
tion) the following splitting: 

( 1.9) 

Since Fext is not singular, Oext and 0mix define regular distri­
butions 10 in O. The problem to be solved is to define Oret as a 
distribution in O. In retarded coordinates, in 0 (E), E> 0, 

e
2 (g )1 e

2
( R)l Oret =- -+vv-uu -+- a-a'uu,--

41T 2 p4 41T P p3 

e2 RR + _[a2 _ (a·u)2]_. (LlO) 
41T p4 

In this paper Oret will be split with respect to its integra­
bility in 0, then 

Oret = 0ni + 0i , 

where 

0i = (e2/41T) [a2 _ (a'u)2](RR /p4) . 

( Ll1) 

(Ll2 ) 

The symmetric tensor Oil although singular (as 0mix ), de­
fines a regular distribution 10 in O. The real difficulty is to 
define 0ni as a distribution in O. 

The present work is organized as follows. In Sec. II, the 
most-general distribution form of the total energy-momen­
tum tensor for a point charge is considered. In Sec. III, basic 
restrictions are imposed on the distribution theory obtained 
in Sec. II. From these restrictions, a general form for the 
equation of motion of the charge is extracted. In Sec. IV, 
additional conditions are imposed in order to derive particu­
lar equations of motion. Section V contains some concluding 
remarks and comments. Finally, Rowe'slO,19 method of cal­
culating divergences is discussed in the Appendix. 

II. DISTRIBUTION DEFINITION OF THE ENERGY· 
MOMENTUM TENSOR 

In this section, the distribution form of the total energy­
momentum tensor 0, for a point charge in an external elec­
tromagnetic field, is derived. 

Equation { 1.1) can be written as 

0= K + 0ni + 0i + 0mix + Oext . (2.1) 

To complete the distribution definition in 0 of 0, the distri­
bution form of ° ni and K should be determined. In order to 
do this, let us use the fact that 0ni defines a regular distribu­
tion in O(E), E> O. That is, 
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«(Jni>t/J) = r (Jnit/Jd 4x, forifJEii)[n(€)], €>O. In(E) 
(2.2) 

Our problem is to extend this functional onto the whole 
space, ii) (n), in such a manner that the extended functional 
is linear and continuous on ii) (n), and to determine the 
degree of arbitrariness of such an extension. According to 
the Hahn-Banach theorem, the linear functional (Jni defined 
and continuous on ii) [n (€) 1, € > 0, has extensions to all of 
ii) (n) which we shall call "renormalizations". (The term 
"renormalization" will be used only because the spirit of the 
distribution theory to be developed here is similar to the 
renormalization procedure of Bogoliubov, Parasiuk, and 
Hepp22 in quantum field theory.) Since (2.2) defines a dis­
tribution of finite order21 in n(€), it will be required that any 
"renormalization" preserves this property. 

An extension of (2.2) for t/JEii) (n) is easily obtained. In 
fact, considering that l5 in n(€), €> 0, 

(J1l':'=~2(RIlRV) ~a[( +!!.:!i. )RIlRV] m 4 4 + 4 aa va 4 ' 
1T P 1T P P 

(2.3 ) 

we can obtain by partial integration of (2.2) that 

(2.4) 

where n can be written for the region of integration [instead 
of n(€)] since ifJEii)[n(€)], €>O. Moreover, the right­
hand side of (2.4) is defined for functions t/JEii) (n). Then, 
Eq. (2.2) could be considered as a restriction ofthe follow­
ing functional: 

«(Jrcg ,t/J) 

=~ r RRa 2t/Jd 4x 
161T In p4 

_ L r RR[a + (a'R) v] 
41T In p4 p 

·at/Jd 4x, forifJEii)(n). (2.5) 

This functional is of finite order and is linear and continuous 
on ii) (n). Therefore, (2.5) provides one of the "renormali­
zations" that should be looked for. 15 

Obviously, this continuation is not unique. If (Jrcn is an­
other "renormalization," then necessarily, 

«(Jren -(Jreg,t/J) =0, fort/JEii)[n(€)], €>O. (2.6) 

That is, the distribution Oren - (Jreg vanishes in n(€), €>O, 
then we have that Oren - Oreg vanishes in UO<E<En(€).2°By 
the definition of the support of a distribution,20 this means 
that the support of (Jren - (Jreg is at the segment of the CWL 
included in n. 

Summarizing, it has been shown that the most general 
"renormalization" of (2.2) is 

(2.7) 
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where A is a distribution of finite order in n having support 
at the CWL. 

For physical reasons, distributions whose supports con­
sist of isolated points will not be considered. Then, let us 
consider the following general form of A: 

A= )' i
T
'dTLla (T)D a8[X-Z(T») , (2.8) 

lakN' T, 

where 

axf'" ·ax~4 ' 
a j are non-negative integers such that 
~J= I aj = lal; N' < 00 is the order of A in nand Lla (T) are 
integrable functions on (TI ,T2 ) [additional restrictions on 
Lla ( T) will come when conservation laws will be examined) . 
It is easy to show that (2.8) [of which (1.5) is a particular 
case) defines a distribution in n. In fact, if fJIJ is a bounded 
set of ii) (n),2° it can be shown that I (A,t/J) I < C, V t/JEfJIJ , 
from which, it follows that A defines a distribution in n.20 

Finally, the phenomenological energy-momentum ten­
sor distribution K must satisfy: 

(K,t/J) =0, forifJEii)[n(€)], €>O. (2.9) 

Then, the general form of K is also of the type given in (2.8) 
(a distribution of finite order in n). In this manner, Eq. 
(2.1) can be written in the following form: 

(J= L i
T
'dTra (T)Da8 [X-Z(T)] + (Jrcg 

lal<N T, 

(2.10) 

where, the arbitrariness in the "renormalization" of (In; has 
been left to the material energy-momentum tensor K (in or­
der to guarantee this, we must have N>N'). Then, according 
with Eq. (2.1), without restrictions on the (J definition, K 
and (J ni can be chosen as 

K= )' iT'dTra(T)Da8[X-Z(T») 
lakN T, 

(2.11) 

and 

(2.12) 

In this case the restriction N> N' [N' is defined through Eqs. 
(2.7) and (2.8) ) is equivalent to the trivial restriction N>O. 
Equation (2.10) provides us with the general distribution 
form of the total energy-momentum tensor (J that will be 
considered in this work. The concrete value of the index N 
will be discussed in the next section. The conditions that 
allow the determination of N represent an important part of 
the theory. 

III. BASIC REQUIREMENTS AND GENERAL FORM OF 
THE EQUATION OF MOTION 

In this section, simple requirements are imposed on the 
general distribution definition of 0 derived in Sec. II. From 
these restrictions, the general form of the equation of motion 
of a point charge is extracted. 

Let us define the tensor: 

(3.1 ) 
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Equation (3.1) gives us a well-defined distribution because 
the multipliers x are infinitely differentiable. 

Let us demand that: 
(a) The theory conserves energy momentum, that is, 

(3.2) 

(b) The theory conserves angular momentum, that is, 

(a"MAIl",t/» =0, fort/>E~(n). (3.3) 

(c) The index N [see, Eq. (2.10)] should have the low-
est possible value consistent with (a) and (b). 

Mathematically, condition (c) means that the order of 
the distribution K given by (2.11) is the lowest consistent 
with (3.2) and (3.3). Physically, condition (c) means that 0 
is "as little as possible" phenomenological. 

It can be shown, that N = 0 is inconsistent with (3.2) 
and the definition of the metric tensor g. The next order to 
consider is N = 1. In this case, Eq. (2.10) gives 

We suppose that rll"Av A ( r) = 0 (this is not a restriction be­
cause an integration by parts can achieve it). 

The technique for calculating the divergences of 0 is 
explained in the Appendix. Equation (3.2) implies 

(a"OIl",t/» = i~'dr{ - rll"a"t/>[z(r)] + rll"Aa"aAt/>[z(r)] 

e2 

+ - ifg"Aa"aAt/>[z( r)] - e2ifa·at/>[z( r)] 
4 

e2 
- - allv·at/>[z( r)] - eF~';; [z( r)] v"t/>[z( r)] 

3 

+~e2a2ift/>[Z(r)]} =0, fort/>E~(n). 
(3.5) 

In order to extract information from (3.5), let us develop 
r ll" and r lll'A as a linear combination of a basis of the respec­
tive tensor space. This gives the forms 

rill' = mifv" + mllv" + n"if + mt", (3.6) 

rll"A = h Aifv" + h pAv" + q"Aif + h Ill'A , (3.7) 

where each index that does not label a v, labels a quantity 
orthogonal to v. 

Replacing Eqs. (3.6) and (3.7) in (3.5), and integrat­
ing by parts, Eq. (3.5) may now be written as 

r·'dr{ [~(mif + mil) + e
2 

all + ~2a2if - e
2 

all - e F~';; [z( r)] v" - ~(ifh ava ) - ~ (h Ilava )]t/> [z( r)] 
).., dr 3 3 4 dr dr 

- [ifn ·at/>[z( r)] + mt"a"t/>[z( r)] + ie2ifa·at/>[z( r)] + ifh taA t/>[z( r)] + allh AaA t/> [z( r)] + h tAaA t/> [z( r) 1] 

+ [ifq;A+h~"A+: ifgrA]a"aAt/>[z(r)]} =0, (3.8) 

where 

gl=g+ vv, 

dh Il. . . 
--=h ll = - h av if + hill' 
dr a 

dh llA . . . 
__ =h IlA = _ hllaVavA + htA, 

dr 

q;A = (q"A + ~l')/2 , 
h~"A = (hll"A + hpA")/2. 

(3.9) 

(3.10) 

(3.11 ) 

(3.12) 

(3.13 ) 

Using the lemma of the Appendix in (3.8), following 
similar steps [than those used with (3.2)] with (3.3), and 
doing some calculations, we obtain: 

q;A = _ (e2/4)grA, 

h~"A = 0, 

h "A = q"A, 

h [1l,"IA = 0 , 

mil = nil = - h t - (e2/2)aIl + q~llva , 

mt" = - !(h Il,a") , 

[h",all ] +2[~ava'V"] +~"=O, 

d(mif) 2 2(' Il 2 .... ) h'" Il( ) --'--'- - --e a - a v - r 
dr 3 
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(3.14) 

(3.15 ) 

(3.16) 

(3.17) 

(3.18 ) 

( 3.19) 

(3.20) 

(3.21) 

where 

(3.22) 

From Eqs. (3.20) and (3.21), we see that requirements 
(3.2) and (3.3) are not enough to determine a unique equa­
tion of motion for the charge. Therefore, there are many K 
tensors satisfying Poincare-Von Laue's proposal for the par­
ticular case of a point charge. 

Equations (3.20) and (3.21) are the generalform of the 
equation of motion for a point charge consistent with re­
quirements (a)-(c) (supposing that 0ni = 0reg; which is al­
ways possible redefining K, as it was done in Sec. II). Given 
hiland ~"in accordance with (3.20), an equation of motion 
is obtained through Eq. (3.21) (the quantity m is specified 
by V'V = - 1). 

An equivalent, but clearer, form of Eqs. (3.20) and 
(3.21) can be obtained. Let us define the following antisym­
metric tensor: 

Slll'=2~l'_[hll,V"], (3.23) 

from Eq. (3.23) and using h IlVIl = ~"v" = 0, it follows that 

hll = Slll'V" (3.24) 

and 

(3.25 ) 

Then, in terms of Slll'( r), Eqs. (3.20) and (3.21) are written 
as 
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- eF~;; (-i)Vv - ~(8I-'ava) = 0, 
dr 

(3.26) 

(3.27) 

where m has been redefined. 
In order to understand the physical meaning of the 

quantities m and S [which appear in Eqs. (3.26) and 
(3.27)], let us examine the different tenns in Eq. (3.27). 
The term eF~;; Vv is the Lorentz force. The tenn j e'2a211' is 
the four-momentum (relative to the proper time of the 
charge) radiation rate leaving the charge. Therefore, it is 
reasonable to interpret the remaining tenns as representing 
the four-momentum rate linked to the charge. Then 

dP't, d(mll') _ 2.e2izl-' _ ~(8I-'av ) 
dr dr 3 dr a 

(3.28 ) 

is the bound four-momentum rate. From (3.28) it follows 
that (except for an additive constant) 

P't, = mll'( r) - je2al-' ( r) - 81-'ava . (3.29) 

The bound four-momentum (3.29) has the remarkable 
property of being a state function (it depends only on the 
proper time r), that is, it does not depend on the history of 
the charge. The quantity m is defined from (3.29), as 

m = - P't,vl-' . (3.30) 

This means that the total energy that remains linked to the 
charge, at anyone instant r in the particle rest frame, is m. 
Then m must be interpreted as the experimental mass. 

Now, if lime _ o is taken in (3.26) and (3.27), a set of 
equations for a free particle with spin (with no electromag­
netic moment associated with the spin, see, e.g., Ref. 23 and 
the works cited therein) is obtained. For this reason the ten­
sor S will be called the spin tensor. The possibility of an 
equation such as (3.27) [which is equivalent to (3.21)] was 
mentioned in Ref. 15. It should be noted that from the point 
of view of the distribution theory developed here, Eqs. 
(3.26) and (3.27) are inextricably linked. 

The set of equations (3.20) and (3.21) or (3.26) and 
(3.27), by themselves, are insufficient to define the particle 
motion. Therefore, electromagnetism plus the conservation 
laws (3.2) and (3.3) are insufficient to yield an unique equa­
tion of motion; to complete the system of equations, supple­
mentary conditions must be introduced. 

IV. ADDITIONAL RESTRICTIONS AND EQUATIONS OF 
MOTION 

In this section, some complementary conditions that 
should be given in order to obtain particular equations of 
motion are discussed in the light of the general equation of 
motion. For this task, some examples are considered. 

Before the presentation of some particular cases of Eqs. 
(3.26) and (3.27), let us note that these equations and the 
condition V'V = - 1 leave only three unknown quantities. 
Particularly, the Eq. (3.26) can be written as 

(8)1 = 0, (4.1) 

where (')1 means that the tensor is perpendicular to the 
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four-velocity in all the indexes. To complete the system of 
Eqs. (3.26) and (3.27), let us start by giving values to (8)11' 

This is made in the following examples: 
(i) Let us impose that 

8·v=0. (4.2) 

Then, Eqs. (3.26) and (3.27) lead to the conservation of the 
spin tensor and mass, and to the Lorentz-Dirac equation of 
motion. 1 So, a spinning particle is consistent with the Lor­
entz-Dirac equation whenever the spin tensor is conserved.8 

In particular, if sPy = 0, Rowe's theoreml5 about the 
uniqueness of the Lorentz-Dirac equation is obtained, but 
without additional hypothesis of simplicity. 15 

SubstitutingsPv = OinEqs. (3.18), (3.19), (3.24), and 
(3.25), Eqs. (3.6) and (3.7) may be written, in regards to 
the equation of motion, as 

rl-'V(r) = mll'vV _ (e2/2)(al-',vV) , 

pV"(r) = _ (e2/4)(g't"vv +g~"II') . 

(4.3) 

(4.4) 

Equations (4.3) and (4.4) represent the minimal pheno­
menology that must be postulated for deriving the Lorentz­
Dirac equation. All previous deduction of this equation (see, 
e.g., Refs. 9-15) should suppose this kind of point charge. In 
fact, they must do it,15 but it generally happens that (4.3) 
and (4.4) remain hidden behind cutoff procedures and other 
prescriptions (see, e.g., Tabensky's conditions on the second 
fundamental fonn of the surface considered in Ref. 6, p. 
272). 

(ii) Let us impose that 

(4.5) 

b I-'=.b 1-'( r) being any differentiable four-vector (in momen­
tum units). Then, Eqs. (3.26) and (3.27) lead to 

81-'v= [1I',b V] , (4.6) 

d(MII') _ 2.e2(izl-' _ a211') _ e FI-'v v - b I-' = 0 dr 3 ext v ,(4.7) 

whereM=.m - (b·v). 

Except for some particular cases, Eq. (4.7) yields us a 
non-numerable set of new equations (in principle, b I-' is arbi­
trary). Let us show some particular cases of Eq. (4.7) that 
have been considered before. 

Choosing bl-' = kal-', where k is a constant, Eqs. (4.6) 
and (4.7) yield 

8I-'v=k[lI',aV] , (4.8) 

d(mll') 2 
--'-"""':'" - -e2 (izl-' - a211') - e FI-'V v - kizl-' = 0 dr 3 ext v . 

(4.9) 

For k= _je2
, Eq. (4.9) reduces to Bonnor equa­

tion.2
•
8 In this case, the change in the spin part of the radiated 

field is supplied by the change in the intrinsic mechanical 
angular momentum (spin) of the particle.8 Substituting this 
valueofSinEqs. (3.24), (3.25), (3.6), and (3.7), we obtain 
a phenomenology consistent with Bonnor's equation. In this 
way, the consistency of this equation with the conservation 
laws is rigorously proven (in contraposition with the point 
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made in Ref. 4, Bonnor's equation is consistent with angular 
momentum conservation8

). 

For k = 0, Eq. (4.5) leads to (4.2). 
For k #0, - ~e, a family of equations discussed be­

fore24 [see, e.g., Eq. (6) of Ref. 7 and the consequences of it, 
under the change € .... - 3k€/2e2] is obtained. 

Choosing now, 

hI' = [~ke2 + 2j] (ill' - a2if) + 1 [iiI' + (a'v)if] 

-d[1(ii'v) +2j(iI'v) +i]if, 

where, 1, k, and d are any functions of 'T, differentiable 
enough. Then, Eq. (4.7) reduces to 

d(Mif) _ [2e2(2k + 1) + 2j] (ill' - a2if) - eFpv v 
~ 3 _v 

- 1 [ap + (a'v)if] 

+d[1(ii'v) +2j(iI'v) +i]if=O. (4.10) 

For d = 1, Eq. (4.10) reduces to an equation obtained 
by Honig-Szamosi.4 This equation is general but does not 
include many equations (such as Bonnor's equation). There 
exist some particular cases of Honig-Szamosi's equation 
that are interesting to mention. For 1 = 0 and k = -~, there 
is no radiation effect. For 1 = 0 and k < -~, this equation is 
"similar" to the Lorentz-Dirac equation, but, by contrast 
with the runaway solutions without external forces, the radi­
ation damps the movement of the charge independently of 
the initial conditions. 

For k = d = 0 and j = 0, Eq. (4.10) leads to an equa­
tion proposed by Ringermacher3 with M constant. Let us 
point out that the mass definitions of Refs. 3 and 4 do not 
coincide between them and, in general, they cannot be inter­
preted in the light ofEq. (3.30). 

Let us notice, that giving conditions to (8) II in terms of 
kinematical variables is not the more general situation, since 
in this case Eqs. (3.26) and (3.27) are uncoupled. 

Restrictions of other kind can be given, as it is shown in 
the following example. 

(iii) Let us impose that 

(4.11) 

where, 1 is any function of 'T, differentiable enough. This 
condition has been used in theories of particles with spin 
(see, e.g., Ref. 25 and the works cited therein). Equations 
(3.26), (3.27), and (4.11) lead to a system of coupled differ­
ential equations. This system of equations has not been con­
sidered in the literature. A subcase of this system is i/:tv = 0 
[see, Eqs. (3.20) and (3.24)]. For this subcase the system of 
equations leads to Honig-Szamosi's equation,4 with k = O. 

For the particular case 1=0, condition (4.11) is the 
most commmonly used in theories of particles with spin 
(see, e.g., Refs. 23 and 25). In this case, the system of cou­
pled differential equations represented by Eqs. (3.26), 
(3.27), and (4.11) (with 1=0) leads (as it is easy to show) 
toaconserved magnitude of the spin (SpVSpv =S2) and toa 
conserved rest mass m. The system of equations is a particu­
lar case of a set of equations obtained by Bhabha and Cor­
ben26 as the equations describing the interaction between 
Maxwell's field and a point charge dipole. According to 
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Bhabha and Corben26 this system of equations [Eqs. (3.26), 
(3.27), and (4.11) with 1=0] could explain the scattering of 
light by electrons for certain frequencies. This system of 
equations has not been studied in detail in the literature. If 
the radiation reaction terms are neglected in (3.27) (that is, 
terms proportional to e2

), a system of equations that was 
studied in detail by Corben27 is obtained. 

Finally, let us discuss the charge stability problem. In a 
functional approach, for F~~ = 0, the condition of perfect 
stability28 requires the vanishing of all the components of the 
stress tensor in the particle rest frame. Since outside the 
CWL the theory is purely electromagnetic, perfect stability 
cannot be satisfied without changing the theory there (cf. 
Ref. 28). This change is beyond the scope of the present 
paper. However, because in n(€) the trace of () is zero, in a 
distribution approach a necessary condition for perfect sta­
bility is given by 

(gpv(}Pv,,p) = - i~'m,p[Z('T)]d'T' forf/JE..@'(n). 

( 4.12) 

From (4.12) and the lemma of the Appendix, it follows that 

apSPvvv = O. (4.13) 

In this manner, for F~~ = 0, Eq. (4.13) represents a stabil­
ity condition for a point charge that is satisfied by the re­
quirement ap

( 'T) = O. This physical requirement does not 
impose strong restrictions on the possible equations of mo­
tion since we still have freedom to impose Cauchy data or 
boundary conditions in a suitable fashion. 

Ifcondition (4.12) is required for F~~ #0, Eq. (4.13) 
follows again straightforwardly. In this case, many equa­
tions shown in this section do not satisfy (4.13); namely, 
Bonnor's equation is incompatible with (4.13) for F~~ #0. 
Nevertheless, the fact that an equation does not satisfy the 
condition (4.13) for F~~ #0 does not mean that such an 
equation should be rejected. Instead, it means that such an 
equation does not describe a fundamental or stable particle 
but it may be applied to composite unstable particles up to a 
certain stage of the theory (see, e.g., Ref. 2). Examples of 
equations satisfying Eq. (4.13) for F~~ #0 are the Lorentz­
Dirac equation (for S"V = 0) and the general equation with 
the condition Spvvv = O. In this sense, these last equations 
are strong candidates to be classical relativistic limits of 
quantum relativistic theories. 

v. DISCUSSION 

We have seen that, imposing energy-momentum and an­
gular momentum conservations, the electromagnetism of a 
point charge is compatible with many phenomenologies, and 
hence, many equations of motion for a point charge are com­
patible with classical electrodynamics. The reason for this is 
clear, since there are many different point charges represent­
ing different physical characteristics and in accordance with 
these characteristics there are different equations of motion. 
In principle, from the point of view of Poincare invariance, 
these different point charges can be realized (classically) in 
nature. An important property of the classical electrody-
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namics is that the conservation laws can be satisfied with a 
finite number of phenomenological parameters. 

It is important to observe that the lack of completeness 
of the electromagnetic theory and the Poincare invariance to 
yield a description for a point charge, is not an exclusive 
property of this model. In fact, from Poincare-Von Laue's 
analysis, it follows that any closed theory of extended 
sources and electromagnetic fields is phenomenological. This 
is quite clear, if it is remembered that all the equations that 
determine the problem uniquely must be given (e.g., equa­
tions of state) and that the structure of the sources lies out­
side the scope of Maxwell's equations. This situation cannot 
yet be avoided in simple models of matter interacting with an 
electromagnetic field (such as a point charge model). 

Other examples of equations of motion included in the 
general form (3.26) and (3.27) are still possible. However, 
there is not fundamental reason to show particular equations 
of motion without pointing out specific charge models. The 
purpose of Sec. IV was to show the compatibility of the gen­
eral equation with previous findings. The fact that there are 
different point models of macroscopic or microscopic parti­
cles means that a variety of equations of motion may exist 
simultaneously. For instance: Bhabha and Corben26 consid­
eredEqs. (3.26), (3.27), and (4.11) withI=Oas describing, 
classically, electrons. The Lorentz-Dirac equation becomes 
necessarily the equation of motion of a spinless particle. Bon­
nor2 has emphasized that his equation of motion is supposed 
to refer to macroscopic charged particles and not to funda­
mental ones of constant mass such as the electron. All these 
proposals represent different physical situations which could 
be eventually realized. 

If we compare the present treatment to obtain an equa­
tion of motion with other approaches [see, e.g., (i) Sec. I], it 
can be seen that the distribution approach yields a clearer 
insight into the problem because quantities appearing in a 
distribution formulation are feasible of physical interpreta­
tion, while methods such as special ways to reach the 
CWL,4-9.11-13 renormalization procedure, and cutoff pre­
scriptions are not. In fact, ambiguities in these usual proce­
dures are replaced, in a distribution theory, by ambiguities in 
an antisymmetric spin tensor and certain subsidiary condi­
tions. 

The distribution form developed in this article (which 
follows Rowe's main ideas I5.19 ) has the advantage over ear­
lier distribution approaches, 14,15 in that strong assumptions 
about the phenomenology are not imposed from the begin­
ning. Apart from the general view, in the case of a particular 
equation, the additional necessary requirements to derive it 
can be obtained. This form of obtaining particular equations 
is advantageous for itself, because it permits a better compre­
hension of each equation. An explicit example of this was 
given in Sec. IV through the generalization of the Lorentz­
Dirac equation to spinning particles. 

An unique equation of motion could be justified, from a 
theoretical point of view, through the classical limit of quan­
tum electrodynamics which is up to date an open question 
(see, e.g., Ref. 29 and the works cited therein). However, 
since the electromagnetic field can be coupled with different 
spinor or tensor fields, it is reasonable to expect that different 
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quantum theories lead to different classical relativistic lim­
its. Of course, whichever is that classical limit, it should be 
included in the general equation given by (3.26) and (3.27). 

With the definition of "renormalization" adopted in this 
paper, there are an infinity of phenomenological parameters 
that can be considered. However, one could argue that as 
long as t,6E~ (0) and So 0ni¢; d 4x < 00, 0ni is a well-defined 
functional, so 0ni should be extended from this subspace to 
~ (0). If this requirement is adopted, in regards to the con­
servation laws, it does not change our results because we still 
have freedom on the K definition. Nevertheless, this require­
ment permits us to determine the least upper bound N(O) of 
the index N' in (2.8). In fact, it is not difficult to see with 
heuristic arguments that N(O) = 1 should be the solution. If 
N = N(O) [see, Eq. (2.10)] is taken as the definition of the 
theory "as electromagnetic as possible,,,9 which is natural, it 
follows that the approach in this paper is "as electromagnet­
ic as possible." 
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APPENDIX: DIVERGENCE OF THE ENERGY· 
MOMENTUM TENSOR 

In this Appendix, Rowe'slO,19 technique for calculating 
the divergence of the distribution e is explained. Some steps 
that are not explicitly justified in Refs. 10 and 19, are worked 
out here. For this purpose let us introduce the following de­
finition. 

For ¢;(X)E~ (0), we define 

¢;(E,1') =_1_ idO ¢;(x) , (AI) 
417' l: 

where}; is the bidimensional surface determined by the in­
tersection ofthe future light cone with apex at z( 1') and the 
Bhabha tube of radius E; dO is the solid-angle element for the 
inertial frame with time axis if (1'), see, e.g., (AI6) in Ref. 
13. 

The calculation of the divergence of K is direct from its 
definition. We only consider the calculation of (a'Oreg,¢;), 
the others divergences can be calculated in a similar way. 
Then, from (2.5) we have that 

- (O~:;"av¢;) 

_~ r RI'RVa2av¢;d4x 
1617' Jo p4 

+~ r RI'RV[a+ (a'R)v] 
417' Jo p4 p 

·aav¢;d 4x, for ¢;E~ (0) . 

By Lebesgue monotone convergence theorem: 

(A2) 

r RI'~va2av¢;d4x=lim C RI'~Va2av¢;d4x. 
Jo p £_0 Ji'l(£) P 

(A3) 
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Integrating by parts, it follows that: 

C RIL~v J vJ 2ifJd 4x= _ f RIL~v J2ifJdBv , 
JO(E) P JB(E) P 

(A4) 

where dBv = Cd7,dfl(uv + (a'u)Rv )' 

Let us rewrite the integral over the segment of the 
Bhabha tube: 

1 RILRV 
--4 - t/J(x)dBv 

B(E) P 

1 RILRV 
= --4 -t/J(E,7,)dBv 

B(E) P 

1 RILRV + --4 -[",(x) - t/J(E,7,)]dBv ' 
B(E) P 

(A5) 

where t/J(x) ==J 2ifJ(x) and t/J(E,7,) is given by (AI). 
Then, after some manipulations in (A5), we obtain 

1 RILRV 
--4 - t/J(x)dBv 

B(E) P 

= 41T L>IL( 7)t/J(E,7)d7 

+ f (uIL +if)[t/J(x)-t/J(E,7)]d7dfl. (A6) 
JB(E) 

Let us define 

ll.t/J(E,7) == L (ulL + if) [t/J(x) - t/J(E,7) ]dfl . (A7) 

Then we have that 

1ll.t/J(E,7) I.;;suplt/J(x) - t/J(E,7) I f I (ulL + if) Idfl , 
x.-l: Jl: 

(A8) 

therefore: 

limlll.t/J(E,7) I = 0 , (A9) 
E-O 

since ~ is compact and ¢(X)E9J (fl). From (A6), (A7), 
and (A9) it follows that: 

1 RILRV iT2 
lim --4-t/J(x)dBv =41T d7if(7)J 2ifJ[Z(7)]. 
E_O B(E) P '1', 

(AW) 

Similarly: 

lim f RIL~V[a+ (a.R)V]'JifJdBv 
E-O JB(E) P P 

= 41T f' dr{if(7)a·JifJ[z(7)] 

+ jaIL ( 7)V'JifJ[z( r)]}. (All) 

From (A2)-(A4), (AW), and (All), the following result 
is obtained 15 

1720 

- e2 i~2 dr{if( r)a·JifJ[z( r)] 

+jaIL (r)v'JifJ[Z(7)]} . 
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(AI2) 

Finally, for the sake of completeness, let us include a 
lemma30 that is an important tool for extracting the equation 
of motion. 

Lemma (Tulczyjew30
): Let BILV(r) and CILVA(r) be 

such that 

BILV( 7)Vv (7) = 0; CILVA( 7) = Cp.AV( 7); 

(A13) 

If 

L~2d7{A IL( 7)ifJ[Z( 7)] + BILV( 7)Jv ifJ[Z( 7)] 

+ CILYA( 7)Jy JAifJ[z( 7)]} = 0 for all ¢JE9J (fl) , 
(AI4) 

then 

AIL(7) =0, B ILV(7) =0 and CILVA(7) =0 

for all7E( 71,72 ) • 
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It is shown that certain simple field interactions which are known to be reexpressible in direct 
interaction form can also be given an "action at no distance" interpretation. The solutions 
necessary for this interpretation are obtained by generalizing the mode of interaction in space­
time from null lines (straight) to null paths (with corners). 

1_ INTRODUCTION 

From the investigations of Schwarzschild,l Tetrode,2 
Fokker,3 and Wheeler and Feynman,4 it is well known that 
classical electrodynamics can be understood in terms of di­
rect interaction between pairs of particles, without the need 
for the additional concept of an independent mediating field. 
Such a formulation is reasonable because the interactions in 
electromagnetism are via null lines in space-time (i.e., lines 
along which the interval d? = c2dt 2 - dx2 - dy2 - d:r is 
zero), so that we do not need the field picture to explain 
"action at a distance": we actually have "action at no dis­
tance" from a four-dimensional point of view. (The momen­
tum and energy exchanged between world lines can then be 
thought of as occurring via direct contact. ) 

A direct interaction reformulation (i.e., one which does 
away with the field as an independent physical entity) is also 
possible for other field theories, in addition to electromagne­
tism. 5 However, such a reformulation is perhaps less appeal­
ing in the case of interactions that propagate through three­
dimensional space at speeds other than that oflight, since the 
action at no distance picture is apparently no longer avail­
able. (One is left with the feeling that some additional phys­
ical entity is needed to carry the interaction across the gap 
from one particle to another.) The aim of the present paper is 
to show that an action at no distance picture is possible in the 
general case of spatial propagation at any speed if one dis­
penses with the unnecessary restriction that the space-time 
paths along which the interaction occurs be straight (i.e., 
without corners). The discussion will be limited to the sim­
ple cases of scalar and vector fields. Also, we will restrict 
ourselves to classical field theories and to flat (i.e., Minkow­
skian) space-time. 

II. ELECTRODYNAMICS 

In this section, the relevant parts of the direct interac­
tion formulation of electrodynamics will be summarized in 
order both to facilitate the subsequent extensions to other 
types of field and to establish the notation. 

The field equation for the electromagnetic four-poten­
tial, AI" (x), has the form 

.i.. (JA I" _ JA V) = 41T JI", 
Jxv Jxv Jxl-' C 

(1) 

where JI"(x) is the four-current density. (As usual, f.-l and v 
take the values 0, 1,2, 3; a summation over repeated greek 

indices is implied; x stands for xo, Xl, x2, x 3
; and cis the speed 

of light.) If one imposes the Lorentz gauge condition 

JA I" 
-=0, (2) 
Jxl" 

Eq. (1) reduces to 

J 2A I-' 41T 
--=-JI". (3) 
JxvJxv 

C 

We now wish to consider a system of charged point par­
ticles6 and to determine the potential on the ith particle's 
world line arising from the charges on the other particles. 7 In 
this case, the form we require for the source current density 
in (3) is the delta function expression 

dxl' 
JI-'(ri,t) = Iej8(ri - rj ) -dJ . 

Hi t 

Here r i == (Xi,X7,X~) is the position of the ith particle at time 
t = Xo / c and ei is its charge. This expression for the current 
density can be written in the manifestly covariant form 

JI"(xi ) = I ejc J ~(Xi - xj)r:!j d'Tj , (4) 
Hi 

where 

84 (xi - xj ) ==8(x? - xJ)8(xi - xJ )8(X7 - xJ)8(x~ - x]) , 

dxl' 
r:!j==_J, 

d'Tj 

and 'Tj is the proper time along the jth particle's world line 
(the integral being from - 00 to + 00). With (4) inserted 
in (3), a solution for the four-potential is 

A I"(xi ) = ~ ej J 8(:lij)r:!j d'Tj , (5) 

where 

(6) 

(i.e., sij is the interval between the points Xi and Xj in space­
time). This expression satisfies (3) on account of the identi­
ty 

J2 
---8(57) =41T~(X. -x.). 
Jxiv Jx~ IJ I J 

(7) 

Equation (5) expresses the potential at point Xi on the ith 
particle's world line as a sum of contributions from all the 
points Xj along every other particle's world line. Now, from 
the form of (6) we have the further identity 

1721 J. Math. Phys. 30 (8), August 1989 0022-2488/89/081721-06$02.50 @ 1989 American Institute of Physics 1721 



                                                                                                                                    

a a 
-t5(,i:.)= --t5(,i:.), (8) 
a I-' IJ a I-' I) 

'X; 'Xj 

from which it follows that the potential solution (5) satisfies 
the gauge condition (2): 

~A I-'(x) = " e· J ~ t5(,i:.)1I: dr· a I-' I ~.J a I-' I) J J 
'X; l'FI 'Xi 

=0, 

for any finite Xi. Hence this solution of (3) is also a solution 
ofEq. (1). 

In the usual formulation of electrodynamics, the basic 
equations are taken to be the field equation (1) [to which 
(5) is merely one of many solutions], together with the 
equations of motion of the charged particles: 

- (m.v. ) =- ----- v· d ei (aAv aAI-') v 

I 'll v " dr; c ax'/" aXi 
(9) 

m; being the mass of the ith particle. The direct interaction 
formulation, on the other hand, is based on the equations of 
motion (9) alone, in which the symbol AI-' stands for the 
quantity (5). The field equation is then viewed as merely an 
identity that AI-' satisfies. In this alternative picture, the field 
is no more than a mathematically convenient way of describ­
ing interactions between world lines: fields do not exist free 
of particles and other solutions of the field equation are not 
physically permitted. In particular, the homogeneous equa­
tion 

a (aAI-' aA V) 
axv axv - axI-' =0 

(which in the usual formulation describes field propagation 
in free space) now has no meaning and so arbitrary solutions 
ofit cannot be added to the expression (5) for AI-' . Hence one 
advantage of this formulation is that it does away with un­
necessary and unwanted solutions. 

The direct interaction formulation can be conveniently 
summarized by the action function 

S= - Im;cJ(dX;I-' dxr) 112 dr; 
; dr; dr; 

dXil-' dx,! 
X----dr. dr .. 

dri drj I J 

Variation of the ith particle's world line then yields the ith 
equation of motion. 

In constructing a solution for AI-' , such as the one dis­
cussed above, it is useful to proceed via an appropriate 
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Green's function (as will be done for the fields considered in 
Secs. IV and V). For the electromagnetic case, one has the 
Green's function equation 

a2 

---G(xox) =~(x; -x). (10) 
axiv ax~ 

The point of this equation is, of course, that multiplying it on 
both sides by (41Tlc)JI-'(x) and integrating over space-time 
gives 

a
2 

J 41T 41T ---v G(xi,x) -JI-'(x)d 4x=-JI-'(x;) , 
axivax; c c 

which corresponds in form to (3), so that each solution 
G(x;,x) obtained for Eq. (10) yields a four-potential solu­
tion 

(11 ) 

to (3). Now, to find a solution suitable as a basis for a direct 
interaction formulation, we simply substitute the point par­
ticle current density 

JI-'(x) = ~ ejc J ~(x - xj)v'j drj 

into (11), thus obtaining the desired class of solution: 

AI-'(xi ) = ~41Tej J G(x;,xj)v'jdrj . 

Hence the problem of deducing an appropriate solution for 
AI-' reduces to obtaining an appropriate Green's function so­
lution. 

Three important solutions of (10) are the so-called re-
tarded, advanced, and symmetric Green's functions 

Gret = (41Tlr; - rj I> -1t5( Ir; - rj I - c[ I; - tj p, 
Gadv = (41Tlr; - rj I> -1t5( Ir; - rj I + c[ I; - Ij P , (12) 

Gsym = (41T) -1t5(~) , 

which are related via 

and 

Gret (XOXj) = Gadv (xj,x;) . (13) 

Now, it is easily shown that equality of action and reaction 
for two interacting particles i andj (and thereby conserva­
tion of momentum and energy) is ensured if we impose the 
symmetry requirement 

G(xox) = G(xj,x;). (14) 

Of the three possibilities in (12), only Gsym possesses this 
property, which is why it is the one adopted in the direct 
interaction formulation. 8 

The choice of Gsym necessarily entails the existence of 
backward-in-time effects, which raises the question of causal 
loop paradoxes. A general "continuity" argument for resolv­
ing such paradoxes was given by Wheeler and Feynman4 

(see also Schulman9
). 

We end this section by reiterating that the above formu­
lation [as embodied in the potential expression (5)] 
achieves two aims. In addition to providing us with a direct 
interaction interpretation for electrodynamics (i.e., one 
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which eliminates the need for the field as an additional phys­
ical entity), it also provides an action at no distance interpre­
tation, since the delta function 15(~) indicates that the direct 
interaction occurs only along null lines in space-time (i.e., 
lines of zero four-dimensional length ). 

III. NULL PATH INTERACTIONS 

Having looked at the electromagnetic case, our aim is 
now to produce a similar reformulation for interparticle ac­
tions that are not restricted to the light cone. Again, media­
tion via fields will be replaced by direct interaction via paths 
of zero length in space-time. To this end, we introduce the 
idea of a "null path," this being a path in space-time made up 
of a succession of null lines. Three such paths between a pair 
of points Xj and Xj are shown in Fig. 1. These paths can be 
thought of as having zero length in the sense that the interval 
along each separate straight segment is O. 

Just as a single straight line in the electromagnetic case 
is described mathematically by a delta function 15(~), a path 
containing corners will be described by a product of delta 
functions. For example, the middle path in Fig. 1 will corre­
spond to a term of the form 

15(s71 )15(~2 )15(~3 ) 15 (S;4 )15(s~j) . 

The total interaction between a pair of points is then given by 
the sum over all possible null paths connecting them (this 
sum being over all different numbers of corners and all possi­
ble positions for these corners) . 

IV. SCALAR INTERACTIONS 

We will now apply the null path idea to the case of scalar 
interactions. The field equation for a scalar potential ¢J(x) is 

a2¢J 2 41T ---'-- + a ¢J = -Po, (15) 
aXyaXY c 

where Po(x) is the rest density ofthe "charge" which gives 
rise to the interaction. The presence of the mass term a 2 

means that the interaction is not restricted to the light cone. 
Equation (15) has solutions 

ct 

L..-___________ X 

FIG. I. Examples of null paths connecting the space-time points Xi and X j • 
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(16) 

where the Green's function is a solution of the equation 

( a2 y+a2)G(Xj'Xj)=~(Xj-Xj)' (17) 
aX;yaX; 

For a system of point particles, Po takes the form 

Po(x) = j~; ejc J ~(x - Xj )dTj , 

ej being the scalar interaction charge on the jth particle. This 
expression reduces (16) to 

¢J(x;) = L 41Tej J G(x;,xj )dTj . (18) 
j".; 

The equations of motion for particles in a scalar field can 
be found from the action 

J (dX. dX:)1I2 
S= - Lm;c ~_' dT; 

; dT; dT; 

J (dX. dXIl) 112 - Le; ~_' ¢J(x;) dT;. 
; dT; dT; 

Variation of the ith world line yields 10 

d [( e;)] a¢J dT m; + ~ ¢J V;I' = e;c ax: . 
I I 

(19) 

Equations (19), together with the expression (18), provide 
a direct interaction formulation for scalar interactions once 
an appropriate solution for G(x;'Xj) is found. 

To obtain a solution that also allows a null path inter­
pretation, we will look for a Green's function of the form 

G(x;,xj ) = kol5(iij) 

+ kl J 15(s71 )15(sfj) d 4
xI 

+ k2 J J 15(s71 )15(~2 )15(~j )d 4
x I d

4
x2 

(20) 

where the constants k are to be determined. These successive 
terms correspond to paths having zero corners, one corner, 
two corners, etc. It is easily seen that expression (20) satis­
fies the symmetry requirement ( 14). 

To simplify the reasoning below, it is more convenient to 
rewrite (20) in the equivalent form 

G(x;,Xj) = k~(iij) 

+ kl J l5(sjl )15(sf; )d
4
x I 

+k2 II l5(sjl)I5(~2)15(~;)d4xld4x2 
+ .... (21) 

Now, the identity (7) allows us to deduce the following re­
sult for the Green's function in (21): 
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az 
--- G(Xi,Xj ) 
aXiv aX~ 

= ko41T0'(Xi - Xj ) + k, I 8(sj, )41'0'(X, - Xi )d 4x, + kz II 8(sj, )8(si2 )41T84 (X2 - Xi )d 4x, d 4x2 + ... 

= 41TkoO'(xi - Xj ) + 41Tk,8(st) + 41Tk2 I 8(sJ] )8(sii )d 4x] + .... (22) 

Also, from (17) we require this expression to be equal to 

84 (Xi - xj ) - aZG(xj,xj ) = 84 (Xi - Xj ) - a Zko8(st) 

- aZk, I 8(sj, )8(si, )d 4x, 

(23) 

Comparing (22) and (23), we see that equality is obtained if 
we put 

By choosing this particular Green's function in our direct 
interaction equations (18) and (19), the resulting theory 
will have the desired "action at no distance" structure. 

Having achieved our aim, we can also specify this for­
mulation by the action function 

I (
dX dXI') 1/2 s= -2:mic ~-' dri 

j dri dTi 

(
dXjv dXi)'12d d 

X ---- Ti Tj' 
dTj dTj 

in which G(x"x) is defined by (24) (the equations ofmo­
tion then being obtainable by variation of each particle's 
world line). 

V. VECTOR INTERACTIONS 

We will now return to vector interactions and consider a 
null path interpretation for the more general case where the 
interaction is not restricted to the light cone. 

The generalized field equation is 

~(aA ft _ aA V) + a 2A ft = 41' Jft. (25) 
axv axv aXft C 

Taking a lax'" of both sides of (25), and using the continuity 
equation 

aJft 
--=0, 
axft 

Afl(Xi ) = ~{j I8(st)v'jdTj 

ko = 1/41', 

k, = - aZko/41' = (1/41T) ( - a Z/41T), 

kz = - aZk,/41' = (1/41') ( - aZ/41') 2 
, 

etc., i.e., 

k n = (1141')( - a 2/41')n . 

Hence, substituting these values into (20), we obtain the 
Green's function we are seeking: 

we obtain 

aA ft 
-=0. 
axft 

(24) 

(26) 

Substituting this restriction into (25) yields the reduced 
field equation 

a
2 

Aft+aZAft= 41T ]ft. (27) 
axvaxv c 

[Any solution of (25) automatically satisfies both (26) and 
(27). However, a solution of (27) is not necessarily a solu­
tion of (25) or (26).] 

For a system of point particles, Eq. (27) has solutions 

A fl(Xi ) = j~i 41'ej I G(xi,xj)v'j dTj , (28) 

where G(xi,xj ) is a solution of 

( az z) ---v + a G(x"xj ) = O'(xi - xj ) . 
aXivaXi 

(29) 

The equations of motion for the particles are the same as in 
the electromagnetic case: 

d ei(aAv aAfl) v 
~(mjVifl) =- -a ft --a v Vi' 

T, C Xi 'Xi 
(30) 

Now, (29) is the same Green's function equation as for 
the scalar field in the previous section, so the same Green's 
function derived there will also yield a null path solution for 
vector interactions. Thus, combining (24) and (28), our null 
path vector potential is 

+ ?. I €j( - ~)n II··· I 8 (S7, )8(siz) ... 8(s~j)v'j dTj d
4x, d

4
x2 ... d

4
xn . 

J""n~' 41' 
(31) 
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This potential satisfies the reduced field equation (27). However, in order to establish that it is also a solution of the field 
equation (25), it is necessary to prove that it conforms to the gauge condition (26). The fact that the first term of (31) has zero 
four-divergence, in accordance with (26), has been shown in Sec. II. It is now a simple matter to demonstrate that the 
remaining terms in (31) also have vanishing four-divergence, i.e., to show that the expression 

J~I'II ... I c5(s71)c5(si2) ... c5(~j)0'drjd4xld4x2 ... d 4xn 
, 

is zero. Using (8), this expression becomes 

II I 

Jc5(S71) -.2 -.2 4 4 4 
- ... Jxf c5(SI2)'" 15 (Snj )0' drj d XI d X2 ... d Xn , 

and integrating by parts then yields 

II I 

Jc5(si2 ) 
'" c5(s7) ... I5(S:.)ul:dr. d 4x d 4x ... d 4x 

,I a IL nJ J J I 2 n • 
XI 

Thus, alternately using (8) and then integrating by parts, we eventually obtain 

- II ... fc5 (s7 )c5(s2 ) ... Jc5(s!j) ul:dr d 4X d 4X '" d 4X 
iI 12 a IL J J I 2 n , 

Xj 

and referring again to the proof in Sec. II, this expression is seen to be zero. We have therefore established that our proposed 
null path potential is, in fact, a solution of the vector field equation (25). 

In conclusion, our null path direct interaction formulation for vector fields is given by the equations of motion (30), with 
AIL defined by (31). As usual, the formulation can alternatively be expressed in terms of an action function: 

where G(xi,xj ) is given by (24). 

VI. OTHER SUITABLE GREEN'S FUNCTIONS 

As a final point, it should be noted that more than one null path Green's function is available for the interactions in Secs. 
IV and V. For comparison with the expression given below, we will rewrite the Green's function we have been considering in 
the form 

G(xjtxj ) = Gsym (ij) + n~l (- a 2)n II .. · I Gsym (il)Gsym (12) ... Gsym (nj)d 4x 1 d
4x2 ... d 4xn' (32) 

where Gsym (ij) is the symmetric electromagnetic Green's function defined in (12). Now, using the retarded and advanced 
electromagnetic Green's functions Gret and Gadv , another solution of (17) that satisfies our requirements is 

G(xjtxj ) = Gsym (ij) + i ( - a 2 )n II··· I ~[Gret (il)Gret (12) ... Gret (nj) 
n~1 2 

the delta functions in Gret and Gadv providing the desired 
null path structure. This solution satisfies the symmetry re­
quirement (14) because of the identity (13). 

Expression (33) differs from (32) in being nonzero only 
for points Xi' Xj that are timelike separated. There does not 
seem to be any simple way offormulating an analogous null 
path solution that is purely spacelike. 
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the separate notion of absorber theory [1. A. Wheeler and R. P. Feynman, 
Rev. Mod. Phys. 17, 157 (1945)], in which it is postulated that the uni­
verse acts as a complete absorber of radiation. This idea provides an expla­
nation for why only retarded fields are observed in nature as well as pre­
dicting the correct expression for the radiative reaction force. We will not 
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be concerned with the absorber proposal here. 
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IOHere, m + (e/c) ¢J may be regarded as the "generalized rest mass" [anal­

ogous to the generalized 4-momentum mv" + (e/ c)A" for vector interac­
tions]. 
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The topological phase picked up by an arbitrary spin undergoing a cyclic series of quantum 
jumps is deduced by geometric considerations. Generalizing the Hamiltonian of a spin in a 
magnetic field, higher-dimensional Dirac monopoles are derived from the non-Abelian 
adiabatic phase. These monopoles appear in the momentum space description of zero mass 
particles in higher dimensions. 

I. INTRODUCTION 

Berry's phase l
•2 and its non-Abelian generalization, first 

studied by Wilczek and Zee,3 allows for realizing and mea­
suring interesting Yang-Mills fields in adiabatic quantum 
systems. An important example is a spin in a slowly varying 
external magnetic field x = (Xi). The quantum adiabatic 
phase belonging to the Hamiltonian (proportional to the 
Hamiltonian of the spin), 

H(x) =XiUi (i= 1,2,3), xER3{0}, (1.1) 

simulates the effect of a Dirac monopole of minimal magnet­
ic charge. On the other hand, the Dirac monopole has inter­
esting higher-dimensional generalizations,4-6 which had 
been extensively studied in the 1970's, e.g., in connection 
with spontaneous compactification of extra dimensions.6

•
7 

The question arises: How could one obtain them from Ber­
ry's phase? To see this observe that there are two ways of 
looking at the Pauli matrices in ( 1 ). First, they are the spin-! 
generators of SO ( 3 ). Replacing them by SO ( 3) generators 
in various other representations. one obtains Dirac mono­
poles of arbitrary charge. But the Pauli matrices also gener­
ate Cl (3), the Clifford algebra of the three-dimensional Eu­
clidean space. From this viewpoint. a natural generalization 
of ( 1) is the Hamiltonian 

H(x) = rex) = Xiri , 
i = 1 .... ,2n + 1. (Xi )ER2n + 1\ {OJ , ( 1.2) 

where riO 
{ } ik + 13 ri,rk =20, r i =ri , (.) 

are the generators of Cl (2n + 1) . We shall show that this 
Hamiltonian leads to the higher-dimensional Dirac mono­
poles. 

In order to fix notations. first we recall the formalism of 
the quantum adiabatic phase. Consider a quantum system 
whose Hamiltonian H(x) depends smoothly on some exter­
nal parameter x varying in a manifold M. Let us suppose that 

aj Present address: Dublin Institute for Advanced Studies, 10 Burlington 
Road, Dublin 4, Ireland. 

for any xEM. H(x) has an isolated eigenvalue E(x) giving 
rise to a smooth function on M. Denote V the state space of 
the quantum system and V (x) C V the eigensubspace of en­
ergy E(x). We assume that N = dim Vex) does not depend 
onx.andthat VE(M) = UxV(x) CMXV is a smooth vec­
tor bundle over M. Let us now cover M by contractible coor­
dinate patches (U(a) ,x~a» (aEl. i = 1, ... ,dim M), and on 
every such coordinate neighborhood choose a frame of ei­
genstates 1 n~a) (x) ), fulfilling the relations 

H(x) In~a)(x» = E(x) In~a) (x» , 

<n~a)(x)lnia)(x» = Oab , (1.4) 

Inif)(x» = In~a)(x»g~~P)(X) (a.b = 1, ... ,N) . 

Hereg(a,B):U(a) n U(P) -+ U(N) (the group of N X Nunitary 
matrices) are the transition functions of the bundle VE (M). 
Now consider an adiabatic process,s during which the pa­
rameter is varied slowly along a curve r = x(t), O<.t<.T. Let 
us choose 1",(0) )EV(X(O») as the initial value for the time­
dependent Schrodinger equation and, for simplicity. sup­
pose that r lies entirely in U(a)' The quantum adiabatic 
theorem states, that (for large times) 1"'(t»EV(X(t») and 
thus the evolution 1",(0» -+ I",(t» associates a unitary ma­
trix U~~)(x(t») to x(t). This matrix describes the (approxi­
mate) evolution of the initial states Inia)(x(O»)), 

Inia)(x(O»)) -+ 1 "'ba)(X(t) ) = In~a)(x(t»)) U~~)(x(t») . 
( 1.5) 

The interesting part ofU~~)(x(t») is the "phase factor" de­
fined by the Yang-Mills potential (a skew-Hermitian matrix 
in our convention), 

That is. in the adiabatic limit, 

u(a)(x(t») = exp( - if E(X(T») dT) 

x&'[exp( - fA}a)(X(T»)~~ dT)]. (1.7) 
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On Ural n UUlJ' with g = g([3a) = [g(a[3)] -I, the relation 

A ([3) =gA (alg-I +gdg- I (1.8) 

holds. This ensures that the local representatives A (a
l , 

A (m, ... give us a connection9 on the vector bundle VE (M). 
This connection is sometimes called the Berry connection. 
For a closed curve y, the path ordered integral in (1.7) yields 
the Berry-Wilczek-Zee phase. 1-3 

In Sec. II we review the example of a spin in a slowly 
varying external magnetic field. l

.
to We shall pay particular 

attention to the explanation of the use of geodesic polygons 
in interpreting the experiments II. 12 based on cyclic series of 
quantum jumps. Section III contains our main result; we 
prove that the Hamiltonian (2) leads to the generalized 
Dirac monopoles (instantons when restricted to S 2n) as the 
source of the associated non-Abelian Berry's phase. 

II. SPIN IN MAGNETIC FIELD 

Here we study the Abelian Berry's phase generated by 
the Hamiltonian 

H(x) = x;J; (i = 1,2,3), (X i )ER3{0}, (2.1) 

whereJ; (i = 1,2,3) are the spin) generators ofSO(3). We 
are interested in the adiabatic connection carried by the ei­
genstate bundle of energy E(x) = rm for some - )<"m<j, 
r = 1xJ. Let UN (Us) be the contractible region obtained 
from R3 '\ {O} by removing the negative (positive) part of the 
x 3 axis. The eigenstate bundle under study is 
Vm = Uxl),m(x», where 

(xir)J;Ii,m(x» = mli,m(x», r= Ixl. (2.2) 

V m allows for the following local sections 

1),m(x»M = {d{m (t)exp[i(Am -/)rp ])(= _j (2.3) 

on UM. Here d{m«() = (l,)lexp( -i()J2 )Ii,m) are the 
Wigner functions,13 A = + 1, - 1 according to M = N,S, 
and we use spherical polar coordinates x = x/resin () 
X cos rp,sin () sin rp,cos (). On the intersection UN n Us, one 
has the relation 

1),m(x»N = Ii,m(x»s exp(i2mrp). (2.4 ) 

It is well known that there is a unique spherically symmetric 
connection l4

,15 on this bundle: the one describing a Dirac 
monopole of charge 2m (for m = 1 this is the Levi-Civita 

connection on the tangent bundle of S 2), The adiabatic 
gauge field we are after is clearly spherically symmetric and 
therefore it is the gauge field of a Dirac monopole of charge 
2m. In fact, the formulas (1.4)-( 1.6) yield the standard 
form of the monopole potential 

AM = im(A - cos () drp. (2.5) 

This abstract monopole has already been observed 10, 16 

experimentally. The explanation of the optical fiber experi­
ment of Tomita and Chiao 16 is based on the simple fact that 
the spin vector of a positive helicity photon is always parallel 
to its instantaneous wave vector k determined by the fiber. In 
other words, the varying direction of the optical fiber acts on 
the spin state of the photon like an adiabatically changing 
magnetic field. When transported along a closed curve Con 
S2, the positive and negative helicity components ofa linear­
ly polarized photon state pick up opposite phases that are 
equal to the nonintegrable phase factors 
<I> ± (<I> _ = - <I> +) of a monopole of charge m = ± 1, re­
spectively. This implies 17 that the plane of linear polariza­
tion will be rotated by an angle <I> +, which has been observed 
in the experiment. 

In a modified version of this experiment 12 the spin state 
of the photon has been subjected to a cyclic series of quan­
tum jumps 

I) = I,m = l( k I ) ) 

~Ii= I,m = 1(k2» 

X «~z)m = 1,)= 11)= I,m = 1(~1» 
I«kz)m = 1,)= 11J= I,m = l(k l »1 

(2.6) 

The resulting phase shift turned out to be equal to the area of 
the geodesic polygon spanned by kl,k2,"" on the sphere of 
spin directions. 18.19 

More generally, let us consider the phase factor ei<l> in­
duced by a cyclic sequence of quantum jumps, 

Ij,m(x;» ..... Ij,m(x;+ I» 
(m(x;+ I ),jlj,m(x;» 

X , i = 1, ... ,3, 
I (m(x;+ I ),jlJ,m(x;» I 

(2.7) 

where x4 = XI' Obviously, 

(m(x 1 ),jl ),m(x3 » (m (x3 ),jl j,m(x2 » (m(x2 ),)1 j,m(x l » 

I (m(x l ),)1 j,m(x3 » (m(x3 ),jl j,m(x2 » (m(x2 ),jl j,m(x l » I 
(2.8) 

Choosing X I = (0,0,1), x2 = (sin a,O,cos a), and 
X3 = (sin b cos y, sin b sin y, cos b), Eq. (2.8) gives 

<I> ='arg L [d{m (a)d{m (b)e;(/- ml Y ] 

/ 

= arg L D.i",/(O, - a, - y)D{m (O,b,y) 
/ 
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with some a and {3. Since d.i",m ({3) is real, we only have to 
determine a. To this it is enough to perform the calculation 
for the j = !,m = ! case. Using the standard j = ! rotation 
matrices, 13 one obtains that 

a (a b . a . b _ iY) n - "2 = arg cos "2 cos "2 + sm "2 sm "2 e = - "2' 
where n is the solid angle of the geodesic triangle spanned by 
the points XI' X2' and X3 (we adopt the sign convention of 
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Ref. 16). It follows that <I> (mod 217) is - m times the area of 
the geodesic triangle spanned by x I' X2 , and x3• By spherical 
symmetry, the result is independent of the specific choice of 
the points. This geodesic rule clearly generalizes to processes 
consisting of more than three steps. 

Let us now suppose that Xi and Xi + 1 are not antipodal 
points on S 2 and thus there is a shortest geodesic C i connect­
ing them. The final state of the quantum jump (2.7) can be 
recovered by parallelly transporting the initial state along Ci 

by using the monopole connection (2.5). This statement 
( which has been proved by Berry20 for j =!) is easy to 
check by using formulas (2.3) and (2.5) if Ci lies on the 
equator e = rr/2. Then the general case follows by spherical 
symmetry and gauge invariance. From our parallel trans­
port rule we get, once more, that the phase factor induced by 
a cyclic sequence of quantum jumps of type (2.7) is the ho­
lonomy of connection (2.5) along the associated geodesic 
polygon on S2. 

III. GENERALIZED DIRAC MONOPOLES FROM 
BERRY'S PHASE 

In this section we study the adiabatic gauge field genera­
ted by the Hamiltonian (1.2). Here H(x) acts on the spin 
space V of dimension 2" (n = 1,2, ... ). For Ixl = r, the eigen­
values of H(x) are ± r and V decomposes accordingly as 
V = V + (x) Ei) V _ (x). One can choose the eigenvectors in 
V + (x) and V _ (x) in such a way that they depend only on 
X = x/r. This implies that the adiabatic Yang-Mills poten­
tials (and also the transition functions) are independent of r 
and have vanishing radial components, so they can be recov­
ered from their restrictions to the unit sphere S 2n by a pull­
back operation. For this reason, we restrict our consider­
ations below to S 2n. First, we shall clarify the structure of the 
eigenspace bundles. 

Let Spin (2n) C Spin (2n + 1) be the isotropy subgroup 
of the north pole NES 2n with respect to the usual left action 
of Spin(2n + 1) on s2n. Here S2n = Spin(2n + 1)/ 
Spin (2n) and thus Spin (2n + 1) is a principal fiber bundle9 

over s2n with structure group Spin(2n). It will be useful to 
consider the associated vector bundle9 v(s2n) = Spin(2n 
+ 1 )XSpin (2n) V. Now we define a map f v(s2n) -+S2nxVby 

the formula 

f 
[( g,v)] -+(17'( g), gv) . (3.1) 

Here gESpin(2n + 1), VEV, rr: Spin(2n + 1)-+s2n is the 
bundle projection, and the square bracket denotes the equiv­
alence relation defining the elements of v(s2n). 
Spin(2n + 1) and CI(2n + 1) act in a natural way on the 
bundles S2nxV and v(s2n). The actions in question are de­
fined by the following formulas: 

&,ESpin(2n + I) 

S2nxV3(rr( g),v) -+ (1T(g~), gov)ES 2nxV , 

g"eSpin(2n + I) 
V(s2n) 3 [( g,v)] -+ [( g~,v) ]EV(S2n) , 
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reCI(2n + I) 
S2nxV3(1T( g),v) -+ (rr( g),rv)ES2"xV , 

reCl(2"+ I) 

v(S2n) 3 [( g,v)] -+ [(g,( g-lrg)V)]EV(S2") . 

(3.2) 

It is easy to verify that f is a bundle isomorphism intertwin­
ing the respective actions of Spin (2n + 1) and CI (2n + 1). 
Using this isomorphism, from now on we identify V(S2") 
and S2"XV. 

We proceed by splitting V into a direct sum 
V = V + (N) Ei) V _ (N) of representations of Spin(2n) of 
positive and negative chirality. Here V ± (N) consists of ei­
genvectors of H(N) of energy (chirality) ± 1. Correspond­
ingly, v(s2n) decomposes into a direct sum of sub bundles, 
v(s2n) = V + (S2") Ei) V _ (s2n) with V ± (S2n) = Spin(2n 
+ 1 )XSpin (2n) V ± (N). The important point is that the fiber 
of V ± (S2") over xES 2" is carried by f into V ± (x), the 
eigensubspace of H(x) of energy ± 1. This means that the 
eigenspace bundles U x V ± (x) are isomorphic to V ± (S2"), 
respectively. Note that the subbundles V ± (S2") are invar­
iant under the action of Spin (2n + 1). 

Now we turn to the adiabatic connection carried by 
V ± (S2"). The relation 

gH(x)g-I=H(gx) (3.3) 

implies that this connection will be invariant under the ac­
tion of Spin (2n + 1) on V ± (S 2n). On the other hand, the 
bundle V ± (S 2n) is already endowed with an invariant con­
nection of geometric origin. In fact, the Levi-Civita spin con­
nection operating on the bundle of spin frames 

Spin (2n + 1) : S 2n induces9 a connection invariant under 
Spin(2n + I) also on the associated vector bundle 
V ± (s2n). We shall show that the adiabatic and the Levi­
Civita connections on V ± (S2") are identical. There could 
be two ways of proving this. First, one could prove that there 
is only one connection on V ± (S2") that is invariant9•

14 un­
der Spin(2n + 1). Second, one could attempt to verify the 
equality of the two connections by a direct calculation. 
While convinced about the validity of the first argument, 
here we shall follow the second route, which we think is 
more instructive. 

First, we cover S 2" by the usual contractible coordinate 
patches UN = S2n" {S}, Us = S2"" {N}. Then we choose 
two sections gM:UM-+Spin(2n+l) (M=N,S) 
(gN(N) = 1] of the bundle Spin(2n + 1) -+S2". By con­
struction, these satisfy gM(x)[N] =X for any XEUM 
(M = N,S). Here Spin(2n + I) acts on S2" via the homo­
morphism Spin(2n + 1) -+ SO(2n + 1). We also fix an or­
thonormal basis {Iva)' a = 1, ... ,2"} of V, such that the first 
2" - 1 elements are from V + (N), the others from V _ (N). 

Now we restrict ourselves to V + (S2") and introduce eigen­
state frames [as in (1.4)] by the definition 

Iv~(x» =gM(x)lva ) , a= 1, ... ,2n- 1 (M=N,S). 

(3.4 ) 

Using these frames, we can calculate the Berry connection 
from (1.6). The result is 
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A::1,(x) = (ValgilIdgMlvb) = (gilIdgM)ab 

(M = N,S) , (3.5) 

on UN and Us, respectively. The Lie algebra valued one­
form gil 1 dgM Espin(2n + 1) can be uniquely decomposed 
as 

- 1 d 1 ~ j,.,V + ~ ...A ,.,.2n + 1 (3 6) gM gM = - £....w MU,.,v £....w M U,.,.2n + 1 , • 
2 ,.,v ,., 

where u,.,.v (f1,v = 1, ... ,2n) generate spin(2n), the isotropy 
algebra of the north pole. Let P: spin(2n + 1) ...... spin(2n) 
denote the natural projection [defined, e.g., with the aid of 
the decomposition (3.6) ]. For further reference, we rewrite 
(3.5) as 

AM = P( gil 1 dgM ) (M = N,S) . (3.7) 

Of course, here P( gil 1 dgM )Espin(2n) is taken in the posi­
tive chirality representation. On V _ (S 2n) the adiabatic con­
nection is given by the same expression (3.7), but one has to 
use the negative chirality representation of spin (2n). 

In the gauge chosen, the transition function of the bun­
dle V+(S2n) isg=gNs =gNgS- I : UNnUs ...... Spin(2n). In 
fact, the following relations hold on the intersection UN n Us 

Iv;;(x» =g(x)I~) = 1~(X»[g-I(X)]ba' 

(a,b = 1, .. ,2n - 1) 

A N(X) =g(x)A S(X)g-I(X) +g(x)dg-I(x). (3.8) 

Now we determine the local formula of the Levi-Civita 
spin connection one-forms (r)Xt. To this the starting point is 
to choose fields of 2n-beins e~(x) (i= 1, ... ,2n) on UM 
(M = N,S). Let eI (l = 1, ... ,2n + 1) be the Cartesian co­
frameoflR2n + 1. The first 2n elements of this basis provide us 
with a 2n-bein at the north pole. A convenient moving frame 
is obtained by rotating the one at N, 

e~(x) =gM(x)[e i
] (i= 1, ... ,2n) (M=N,S), 

(3.9) 
where gM(X)ESO(2n + 1) is the homomorphic image of 
gM (x)ESpin(2n + 1). Cartan's structure equations,9 

de~(x) + (r)Xt(x) AeiM(x) = 0, (r)Xt = - uJIt, 
then yield the explicit formula 

(r)Xt = [(gM) -I c/gM ]ii. 
In other words, 

(r)M = P [(gM)-1 c/gM]' 

(3.10) 

(3.11 ) 

(3.12) 

where P: so(2n + 1) ...... so(2n) is the natural projection. 
Comparing the local representatives (3.7) and (3.12), and 
taking into account the isomorphism 0(2n) ",",spin(2n) we 
see that the Berry connection we are interested in is in fact 
identical to the Levi-Civita connection operating on the bun­
dle V ± (s2n). 

Now we shall derive explicit expressions for the adiaba­
tic connection. To fix the representation for the generators of 
Cl(2n + 1), we apply the following recursive procedure: 

r
k

(2n+l)=U
1
®r

k
(2n-l), k= 1,2, ... ,2n-l, 

r\l) = 1(1), 

r 2n (2n + 1) = U2 ® I (2n - 1), r 2n (2n + I) = U3 ® I (2n - 1). 

(3.13 ) 
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The generators r(2n + 1) are represented by 2n X r matrices; 
I (2n - 1) denotes the 2n - I-dimensional unit matrix and 
U i - S are the standard Pauli matrices. Using Cartesian co­
ordinates in R2n + 1, the eigenfunctions of the Hamiltonian 
( 1.2) corresponding to ± r can be chosen to have the fol­
lowing form: 

In~(x»± 

= [~ 2r( r + Ax2n+ 1) ] - 1 

{[ 
i }2" 

X ±xri L.a+I..!=t=II2n- 2 +rOj.a+I..!=t=II2n-2 j=I' 

(3.14 ) 

respectively, where r i = r)2n + I), A = 1 for M = N, 
A = - 1 for M = S, and a = 1 ,2, ... ,2n - 1. The Yang-Mills 
potential calculated by combining (1.6) and (3.14) is 

A':= [-iA/r(r+Ax2n+I)]u,.,vx", A~+I =0, 
(3.15 ) 

with u,.,v = (1!4i) [r,."r v], f1V = 1, ... ,2n. This is the usual 
expression5

.
6 of the generalized Dirac monopole in local co­

ordinates. By restricting this monopole to S ;n, one recovers 
the BPST (Belavin-Polyakov-Schwarz-Tyupkin) instan­
ton4 for n = 2 and its higher-dimensional analogs for n> 2. 
The size of the instanton is r, the radius of the sphere. 

It is known2I that a Dirac monopole of charge eg = s 
appears in the momentum space description of a massless 
particle of helicity s (s = 0, ±!, ± 1, ... ). (The phase shift 
observed in the optical fiber experimene6 can be interpret­
ed 17 as a manifestation of the monopole in momentum 
space.) The relationship between Dirac monopoles and zero 
mass particles has been recently established22 also in higher 
dimensions. Here we give an argument shedding light on this 
relationship from the viewpoint of Berry's phase. The wave 
equation of a zero mass particle of minimal spin (left- or 
right-handed "neutrino") moving in Minkowski space 
R I,2n + 1 can be written as follows: 

eN' = + r(2n+ 1) a\fl . 
a ° - k a x X k 

( 3.16) 

Here \fI is a 2n-component Weyl spinorin RUn + 1 and we use 
the representation of the r matrices given by (3.13). The ± 
signs refer to left- and right-handed particles, respectively. 
Now let us switch to the momentum representation. By sub­
stituting t/t(p)exp[ _ i(poxO _ pkXk)] [pO = Ipl, p = (pk)] 
for \fI, (3.16) is converted into 

(3.17 ) 

The Hamiltonian on the left-hand side of this equation is 
identical in form to the Hamiltonian (1.2) from which we 
derived the generalized Dirac monopoles. It is for this reason 
that Dirac monopoles tum up in the momentum space de­
scription of zero mass particles. 

IV. CONCLUDING REMARKS 

We have shown that the Hamiltonian (1.2) yields the 
generalized Dirac monopoles as the source of the associated 
Berry's phase. From a mathematical point of view, our result 
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amounts to a kind oflinearization of the Levi-Civita connec­
tion on s2n. By choosing Hamiltonians with appropriate 
symmetries, other invariant connections9

•
14 could be genera­

ted by the adiabatic construction. This could provide an ef­
fective mathematical tool for constructing symmetric Yang­
Mills fields. Physically, of course, the most interesting would 
be to find a real system governed by the Hamiltonian (1.2) 

and to study "quasi-instantons" experimentally. 
Recent generalizations23.24

,'9 of Berry's phase also en­
riched our knowledge of the mathematical structure of 
quantum mechanics. The Aharonov-Anandan phase23 is 
due to the fact that if I¢(t» is a normalized solution of the 
time-dependent Schrodinger equation then 

I¢(t» = exp{i(¢(t) IH(t) I¢(t» }I¢(t» 
is parallelly transported along the curve I ¢( t) ) (¢( t) I in the 
projective Hilbert space, with respect to the natural connec­
tion on the Hopf bundle. 9 Note that I ¢( t) ) (¢( t) I itself is an 
integral curve of the Hamiltonian system defined by the en­
ergy function and the canonical symplectic form of the pro­
jective Hilbert space.25 

It turned out24.19 that quantum jumps can also be de­
scribed in terms of the same geometry as the Schrodinger 
equation. Namely, the final state of a quantum jump is recov­
ered by parallelly transporting the initial state along the 
shortest geodesic connecting the projectors specified by the 
initial and final states in the projective Hilbert space. Thus 
the phase induced by a cyclic evolution is a manifestation of 
the curved geometry of the projective Hilbert space and the 
Hopfbundle over it. 

In an adiabatic situation the map x -+ V E (x) embeds the 
parameter space into the Grassmannian of the Hilbert space 
and the Berry-WiIczek-Zee phase arisesZ,15 because of the 
nontrivial geometry of the canonical vector bundle over the 
Grassmannian.9 

Note added in proof: After this work was completed, 
there appeared a paperZ6 deriving the BPST instanton from a 
Hamiltonian possibly allowing for experimental study, 
which is mathematically equivalent to Hamiltonian (1.2) 
for n = 2. Two other related papers27,28 have also come to 
our attention. 
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Generalized coherent states for the one-dimensional harmonic oscillator with maximal 
symmetry, i.e., admitting the semidirect sum so(2,1) 0 h(2) as the largest invariance Lie 
algebra pointed out by Niederer are constructed. The normalization of such states as well as 
their completeness property are determined and discussed. They are also analyzed in the 
subcontexts of the so(2,1) algebra and of the Heisenberg h(2) algebra. General considerations 
on Heisenberg relations, on minimal dispersions, and on quantum mechanical entropies are 
presented in connection with the uncertainty principle. 

I. INTRODUCTION 

In connection with our work 1,2 on supersymmetric prop­
erties of quantum harmonic oscillators, as well as with other 
recent contributions,3,4 we planned to search for new super­
symmetric characteristics of the so-called coherent states5

-
7 

originally developed in this harmonic oscillator context. 
Then we were very surprised to note that, to the best of our 
knowledge, until now nobody has used the Niederer results 
for the construction of such coherent states. 

In 1973, Niederer8 pointed out the largestinvariance Lie 
group (or algebra) of the quantum harmonic oscillator. In 
fact, if we insist on the Lie algebra content of such a study, let 
us recall that this largest invariance algebra refers to kinema­
tical 9 symmetries for the n-dimensional harmonic oscillator. 
By limiting ourselves to the one-dimensional case (for sim­
plicity), this algebra has the nonsemisimple semidirect 
structure so (2,1) 0 h (2). Here the noncom pact simple part 
so (2, 1) ~ sp (2) ~ su (1,1) is generated by three operators 
(hereafter called K +, K _, and Ko) while the nonsemisimple 
part h (2) is the Heisenberg algebra ([ x,p] = i) with a cen­
tral extension, generated by two operators (called P + and 
P _) supplemented by the identity. So the largest invariance 
algebra, so(2, 1) 0 h(2), we are dealing with is a six-dimen­
sional algebra whose characteristics will be recalled in the 
following section. 

Historically the algebra h (2) has subtended the original 
developments on coherent states5

,6 while the algebra so (2,1 ) 
has played the prominent role for the construction of the so­
called generalized coherent states. 10, I I Now from Niederer's 
result it seems natural to combine and superpose the respec­
tive characteristics for h(2) and so(2,1) in order to con­
struct generalized coherent states with maximal symmetry 
(when harmonic oscillators are concerned). This is not a 
trivial task and it is the main purpose of the present paper. 

Here we want to apply Perelomov's method 11,12 to one­
dimensional harmonic oscillators described by a Schro­
dinger equation with the bosonic Hamiltonian 

(1.1 ) 

where we choose as units'" = 1 as well as the angular fre­
quency UJ = 1 and the mass m = 1. The symmetries of such 
an equation are summarized by the generators 
[!HB = Ko,K ± ] for so(2,1) and (P ± ,1) for h(2), associat­
ed with coordinate transformations explicitly written down 
by Niederer.8 In fact, the operators K ± deal with "confor­
mal" transformations such as dilations and expansions9

,J3 

inside the extended Galilean symmetry, while the Heisen­
berg generators P ± are essentially annihilation (a) and cre­
ation (at) operators of the corresponding oscillator when 

( 1.2) 

The content of this paper is distributed as follows. In 
Sec. II we successively reexamine the information contained 
in the algebras h(2), h4 (introduced by Miller I4 ), so(2,1), 
and so(2,1) 0 h(2) from different points ofviewl2

•
15 and, 

particularly, in connection with their (quadratic) Casimir 
operator content. 15,16 Section III is devoted to the construc­
tion of the generalized coherent states with maximal symme­
try and to their explicit test for being the set of closest states 
to the classical ones through the study of the Heisenberg 
uncertainty relations. In Sec, IV we come back on the uncer­
tainty, but by considering it through the minimal invariant 
dispersion l2

,17 of the Casimir operators associated with our 
specific structures, as well as through its discussion in terms 
of quantum mechanical entropies l8 associated with some 
specific observables such as the position and momentum. As 
coherent states have to be normalized states inside a well­
defined scalar product (as it will be discussed in Sec. III), 
they also have to satisfy the so-called completeness 7 proper­
ty: Thus Section V will contain the corresponding discussion 
on our generalized coherent states with maximal symmetry. 
There we show how to construct a measure for these states 
inside the so (2,1) 0 h (2) symmetry and its consistency with 
the particular contexts of the Heisenberg and so(2, 1) subal­
gebras. 

II. SYMMETRY LIE ALGEBRAS OF ONE-DIMENSIONAL 
HARMONIC OSCILLATORS 

In order to apply Perelomov's method II in the different 
contexts related to symmetry Lie algebras for the one-di-
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mensional harmonic oscillator, let us summarize the neces­
sary information here on the four following cases. 

A. The Heisenberg algebra h(2) 

As already mentioned in the Introduction, this algebra 
has subtended the original developments on coherent 
states.5,6 It has three generators (P +, P _, I), which can be 
realized in terms of the usual bosonic creation (at) and anni­
hilation (a) operators 

P + = iat, P _ = - ia, I, (2.1 ) 

chosen in this way for consistency with the other algebras we 
want to consider, according to Niederer's realization.8 The 
only nonzero commutation relation reads 

(2.2) 

and it is easy to convince ourselves 15 that h (2) is a noncom­
pact, nonsemisimple, solvable, and nilpotent Lie algebra. 
According to the theorem giving the number of Casimir op­
erators,t6 we easily get that h(2) admits only one, which is 
the identity operator belonging to the algebra. Then apply­
ing Perelomov's considerations II we notice that the station­
ary subalgebra B of the fundamental state 1'110 ) and its ad­
joint B are given by 

B=={P _, I}, B=={P +, I} (2.3) 

and we conclude that 

(2.4) 

where 10) is nothing else than the vacuum state. Here the 
only generator of B, which does not belong to BnB, is P + 
and, consequently, the generalized (Perelomov) coherent 
states are defined by 

1/3) = MetlP+IO), /3 arbitrary, (2.5) 

where M is an ad hoc normalization factor. 

B. The Miller algebra h4 

As a larger algebra, with respect to h(2), Miller l4 has 
pointed out the structure h4 generated by the four operators 
(N, P +, P _, I), where, in addition to the realization (2.1), 
we define the occupation number operator 

N=ata. (2.6) 

The only nonzero commutation relations are now 

[N,P+l =P+, [N,P_l = -P_, [P+,P-l = -I, 
(2.7) 

and h4 appears as a noncom pact, nonsemisimple, solvable 
but non-nilpotent Lie algebra evidently containing the Hei­
senberg algebra. Here we find l6 two Casimir operators al­
ready obtained by Miller: the identity operator and a qua­
dratic operator 

C~ = P _P + - N. (2.8) 

The subalgebras Band Bare B== {p _, N, I}, B== (P +, N, I) 
because of the hermiticity of N and the fundamental state is 
once again 1'110 ) == 10), so that the definition of the general­
ized coherent states for h4 is identical with that for h (2) [see 

1733 J. Math. Phys., Vol. 30, No.8, August 1989 

Eq. (2.5)], P + also being the only generator ofB that does 
not belong to BnB. 

c. The algebra 50(2,1) 

Also playing an interesting role,15 in connection with 
the harmonic oscillator, the algebra so(2,1) has been the 
first example \0 of Lie algebras examined for the construction 
of the so-called generalized coherent states. II Generated by 
the three operators (K +, K_, Ko) it can be realized through 
the explicit forms 

K+ = - (i/2)(at )2, K_ = (i/2)(a)2, 

Ko = !(ata +!) == (1.2). 

Its nonzero commutation relations are 

[K+,K_l = - 2Ko, [Ko,K+l = K+, 

[Ko,K_l = - K_, 

(2.9) 

(2.10) 

and it is a noncompact, simple, nonsolvable, and non-nilpo­
tent algebra. Here we evidently confirm easilyl6 that it has 
only one (quadratic) Casimir operator given by 

C~o(2,1) = K~ - !(K+K_ + K_K+), (2.11) 

with eigenvalues k( k - 1), where k = ! or i. Its subalgebras 
BandBare 

(2.12) 

and the fundamental state can be chosen as (2.4), as above. 
The only generator belonging to Bbut not to BnB is K + and 
here we get the Perelomov generalized states on the form 

la) = M'eaK+IO), (2.13) 

where a will be constrained on the unit disk lal < 1 in the 
following II and M' is an ad hoc normalization factor. 

D. The largest kinematical algebra 50(2,1) 0 h(2) 

After the historical facts presented in the Introduction, 
the algebra so (2, 1 ) 0 h (2) appears as the largest 8 in variance 
algebra for the one-dimensional harmonic oscillator. It is 
generated by the six operators (K +' K_, Ko) and (P +' P_, 
I), realized 8 according to Eqs. (2. 1) and (2.9). Its nonzero 
commutation relations evidently collect the relations (2.2) 
and (2.10), but also the following ones: 

[Ko,P +1 =!P +, [Ko,P -I = -!P_, 

[K+,P -I = - iP +, [K_,P +1 = - iP_. 
(2.14 ) 

Such a semidirect sum is a noncompact, nonsemisimple, 
nonsolvable, and non-nilpotent algebra. Moreover, here the 
Beltrametti-Blasi theorem 16 leads to two Casimir operators; 
the identity operator and a second one, which is not of qua­
dratic order so that for our purpose we do not need its explic­
it form. 

The subalgebras Band B are readily determined as 

B=={K_,Ko,P -,l}, B=={K+,Ko,P +,I} (2.15) 

and once again the fundamental state appears as given by the 
vacuum state (2.4). Applying Perelomov's considerations, 
we get here, as generalized coherent states, the set {lap)}, 
defined by 
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(2.16 ) 

where Q is the normalization factor. Indeed the operators 
K + and P + ofB do not belong to BnB. Let us also mention 
that the states (2.16) can immediately be written as 

(2.17) 

as a result of the fact that K + and P + commute. The consis­
tency of such states la,p) with the corresponding h(2) 
states IP) or (and) so(2,1) states la) is evident, as are the 
inclusions so(2,I)Dh(2)::Jh(2) and so(2,I)Dh(2) 
::Jso(2,1 ). 

III. GENERALIZED COHERENT STATES WITH 
MAXIMAL SYMMETRY 

The characterization 7 of coherent states requires the ex­
istence of a well-defined (normalized) scalar product, i.e., 
on our generalized coherent states la,p) == (2.17) with max­
imal symmetry, we need the relation 

(a,Plap) = 1. (3.1) 

Because of the definition (2.17), let us extract the informa­
tion on the normalization factor Q, ensuring Eq. (3.1). As 
already pointed out,19 this normalization will particularly 
privilege the so-called modified Bessel functions of the first 
kind20

: 

00 [!z] v+ 2m 

Iv(z) = L . 
m=O m!r(v+ m + 1) 

(3.2) 

By using the current normalized energy states In) such that 

(n'ln) = Dn'n (3.3) 

and by noticing that8 

P + In) = i(n + 1) 1/21n + 1), 

K+ln) = - i12[ (n + l)(n + 2)] 1/21n + 2), 

the states (2.17) can be rewritten as 

la,p)=Q i (l:n~m (-:a)P 
m.p=O m. p. 

x [(m + 2p)!] 1/2 1m + 2 ) 
2P P 

and their scalar product as 

(3.4) 

(3.5) 

(3.6) 

where the v = O-modified Bessel function is singled out. Thus we get 

It has to be mentioned that the results (3.6) and (3.7) have 
been obtained by restricting our summations on bra and ket 
vectors labeled by the same indices, taking into account the 
separate actions of the generators P + and K +. Moreover, it 
is already interesting to notice the Eq. (3.7) corresponds to 
well-defined results for a = 0 or P = 0 because of the prop­
erty [see Eq. (3.2)] 

(3.8) 

In fact, these particular cases lead back to the original5,11 

normalization factors 1M 12 or IM'12 in the h(2) or so(2, 1) 
contexts, respectively. In particular, we get for the so(2,1) 
case 

(3.9) 

which fixes to one-fourth the Perelomov number k [in the 
eigenvalue ofC2

SO(2,1), cf. Eq. (2.11)], a typical value for the 
harmonic oscillator, as everybody knows. 

Through the information (3.1), (3.5), and (3.7), it is 
now possible to evaluate the expectation values of some in­
teresting observables in order to test our generalized coher­
ent states with maximal symmetry as the closest states to 
classical ones via the Heisenberg uncertainty relations. By 
using the following further properties: 
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(3.7) 

1 
x =-(at + a) 

{2 

i = --(P -P ) {2 + -, 

i 1 
p=-(at -a) =-(P+ +P_), 

{2 {2 

P _In) = - i/iiln - 1), II(z) = LI(z), 

it is possible to show that l9 

and 

(x)a,(3 = - {2(lmp) (1 -laI2) -1(1 + lal(/IIIo» 
(3.10) 

(P)a,(3 = {2(Rep) (1-laI2) -1(1 + lal(/IIIo»), 
(3.11 ) 

where the argument of the modified Bessel functions of the 
first kind (/0 and II ) is once again lallP 12 (1 - lal 2) -I [see 
Eq. (3.6)]. For brevity we will drop this argument in the 
following relations. Moreover, the squared expectation val­
ues (x)~.(3' and (P)~.(3' as well as the expectation values of 
the squares (x2) a(3 and (P2) a(3' can also be evaluated. After 
tedious but elegant calculations, 19 we get 
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(x)~,p = 2 (1m2 f3) (1 - lal 2) - 2[ 1 + 21al (111/0) 

+ laI2(1IIIo)2], (3.12) 

(P)~.P = 2(Re2 f3) (l-laI 2) -2[1 + 2Ial(11/10) 

+ laI 2(1Jlo)2], (3.13) 

(x2 )a.p = 1 0-
1 A+, 

(P2)a.p = 1 0-
1 A_, 

where 

Evidently, these results do permit us to calculate 

(~x)~.P = (x2)a.p - (x)~.P' 

(~p)~.P = (P2)a.p - (P)~.P' 

(3.14 ) 

(3.15) 

(3.16 ) 

for considering the Heisenberg equality and its conclusions 
concerning our states. With Eqs. (3.12), (3.14), and (3.16), 
we easily get 

(~)2 = I + lal
2 + 21al

2 
1m2 f3 

a.p ~ 1 _ lal 2 (1 _ la1 2)2 

+ lal (1f31
2 

- 21m
2 

f3) (!J..) 
1f31 2( 1 - lal 2) 10 

_ 21al2 1m
2 

f3 (/1)2, 
(1 - la1 2)2 10 

( 3.17) 

while with Eqs. (3.13), (3.15), and (3.16), we obtain 

(~n)2 = I + lal
2 + 21al

2 
Re2f3 

or a.p ~ 1 -lal2 (1-laI2)2 

+ lal (1f31
2 

- 2 Re
2 

f3) (1101) 

1f31 2( 1 - lal 2) 

_ 21al
2
Re

2 
f3 (!J..)2. 

(1 - la1 2
)2 10 

(3.18 ) 

The product of these two expressions can be considered for 
arbitrary a and f3. Using the relation20 connecting the modi­
fied Bessel functions Iv of the first kind to the current Bessel 
functions Jv of the first kind, i.e., 

Iv(z) = exp( - (i12)V1T)Jv(iZ), 

we know from Petiau's book21 that 

II(z) = -i JI(iz) =.!-._~+~"" 
Io(z) Jo(iz) 2 16 96 

( 3.19) 

(3.20) 

With the argument z = lallf31 2
( 1 - lal 2

) - I, it is thus pos­
sible to evaluate (~)2 (~p)2. Let us only mention for sim­
plicity that, in the constrained context ll of the unit disk 
lal < 1, by limiting our considerations to first-order terms in 
lal (while maintainingf3arbitrary), we get from Eq. (3.20) 
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IIIIoz!lallf31 2, (~)2Z!' (~p)2Z!, 

so that the (minimal) Heisenberg uncertainty equality is 

(~)a.P (~P)a.P z!, (3.21 ) 

showing that our generalized coherent states are the closest 
states to classical ones. 

The above results are also meaningful in the restricted 
context of the Heisenberg algebra (corresponding here to 
a=O). From Eqs. (3.10) and (3.11) we deduce 

(x)o.P = - /ilmf3, (P)o.P = /iRef3, (3.22) 

according to old results5
•
22 within Niederer's realization.8 

All the expressions (3.12)-(3.18) are significant when a=O 
and we are led to the well-known result5 

(3.23) 

The other restricted context (f3=0) of the so(2, 1) algebra is 
still meaningful at the level ofEqs. (3.10)-(3.18). We im­
mediately get 

(x)a.O = (P)a.o = 0, (x)~.o = (P)~.o = 0, 

{x2)a.0 = (~)~.o =! + la1 2/(l -laI2
) (3.24) 

= (P2) a.O = (~p)~.o, 

so that 

(~)a.O (~P)a.o =!, 
iff lal 2 = 0, a consistent constraint with the one leading to 
Eq. (3.21). These so(2,1) results are to the best of our 
knowledge, new ones. They are easy to handle in order to 
show, after Barut and Girardello, 10 that the so (2,1) results 
are in correspondence with the Heisenberg ones by remem­
bering that the so (2,1) contracted algebra is isomorphic to 
the Heisenberg algebra. 

IV. UNCERTAINTY, DISPERSION, AND QUANTUM 
ENTROPY 

The uncertainty principle has already been illustrated in 
Sec. III by considering the Heisenberg relations on the ar­
chetypal example of the position (x) and momentum (p) in 
one dimension. But this is not the only way to express the 
measure of the uncertainty in the result of a measurement or 
preparation of an observable A: indeed the most natural mea­
sure is the entropy, 18 

(4.1 ) 
a 

where the summation (integral) is extended to the whole set 
of eigenvalues a of the operator associated with the discrete 
(continuous) observable A acting in an appropriate Hilbert 
space. Let us recall that different quantitative formulations 
of the uncertainty principle have already been given23

•
24 in 

terms of such quantum mechanical entropies, as it will be 
summarized hereafter. Let us finally mention that another 
way to study the indeterminacy or uncertainty principle is to 
investigate the invariant dispersion l2

•
17 associated with the 

quadratic Casimir operator of the Lie algebra subtended by 
the concerned generalized coherent states. As an example, 
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Perelomovl2 has considered, in the so(2, 1) context, the Ca­
simir operator (2.11) [with eigenvalues k(k - 1)] and its 
dispersion 

aC~(2,1) = (C~O(2,l) - (K~) + !{K+)(K_> 

+! (K_)(K+), (4.2) 

which is minimal (aC2 = k) for the vector oflowest weight 
11{10) == Ik,m = k ), m being the eigenvalue of the generator 
Ko. Parallel considerations can be applied to h4 but neither to 
h (2) nor to so (2,1) 0 h (2) because of the absence of qua­
dratic Casimir operators in these last two algebras (see Sec. 
II). 

Here let us only point out that, with the information of 
Sec. II B, it is easy to find that the dispersion of the Miller­
Casimir operator of h4 is minimal, 

ac~ = 1, (4.3) 

while, with the information of Sec. II C, we immediately 
recover the Perelomov result on aC~O(2.\). 

Let us now come back on en tropic formulations of the 
uncertainty through position and momentum as (contin­
uous) observables. We wantto evaluate, with the help ofEq. 
(4.1), the quantity23.24 

~(x,p;II{1» =Sx(II{1» +Sp(II{1», (4.4) 

where 11{1) is the relative state representing the outcome of 
the concerned measurement or preparation when our (one­
dimensional) harmonic oscillator is described by the gener­
alized coherent states (3.5), admitting a maximal symme­
try. We have found 

~(x,p;la.p» =/0 exp ---------_I (2AIBIB2+A2B~ -A2B~) 
(1-Ai-A~) 

Sx (Ia,p» = 1 0-
1 exp[ - lal 21P 12/(1 - laI 2)] 

Xexp[ (b 2 - ac)!a] 

X [I + l}n 17' + lal
2

1P 12 -In(al/zl - I) 
2 2 1 _ lalz 0 

+(~D- !y (4.S) 

- (laI2+A2)(D2-B~)M-I 

- 2DM- 1A 1B 1] 

where 

and 

A1=Rea, Az=Ima, B1=Rep, B2=Imp, 

a = (l-lalz)M- 1
, M = 1 + 2A2 + lal 2, 

b = ~(AIBI +A2B2 + B2)M- 1
, 

c = (lal2 +A2)IP 12M-I + b~B2' 

D=~ba-I-B2' 

(4.6) 

The corresponding result on the momentum is readily ob­
tained from Eqs. (4.S) and (4.6) through the following sub­
stitutions and correspondences: 

x->p, AI->AI' Az-... -A2, 

B\--+-Bz' B2--+-B\. 
(4.7) 

which are already working in Eqs. (3.10)-(3.18). The sum 
( 4.4) can now be written in final form as 

. [1 + In 17' + 21n 10 - In(1 - A ~ - A ~) + 11n(1 + 2A2 + A ~ + A ~) (4.8) 

2 2 2(2AIBIB2+A2B~ -A2B n] + !In(1 - 2Az + A I + A 2) - • 
l-A~ -A~ 

This result illustrates the recent theorem24; 

~(x,p;la,p»>m (4.9) 

and shows that our generalized coherent states with maxi­
mal symmetry lead to the boundedness from below the sum 
of the two entropies, the lower bound being a constant in the 
position-momentum considerations, as expected. 

The discussion of this approach has already been pub­
lished2s for arbitrary a and p as well as its implications for 
the specific contexts (a = 0,/3 arbitrary) or (a arbitrary but 
lal (1, p = 0). In each case it is possible to see our general­
ized coherent states with maximal symmetry as the closest 
ones to classical states. The minimum value of m is deter­
mined as (1 + In 1T) according to general theoremsz3 and 
specific values of our parameters. 
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V. COMPLETENESS PROPERTY AND MEASURE 

In order to ensure the fact that we are dealing with co­
herent states, we also have to require the existence of a well­
defined (strictly positive) measure /-l(a,p) so that the so­
called completeness property7 is satisfied, i.e., 

Ila,/3) (a,p I d/-l(a./3) = l.. (5.1 ) 

This second characteristic of our generalized coherent states 
I a,,8 ). defined by Eqs. (3. S) and (3.7). is to be trivialin the 
context of the maximal symmetry related to the algebra 
so(2,1 )Dh(2). 

Let us start by writing 

dJ.l(a,,8) =lof(lal,I/3j)dzadz/3, (S.2) 

so that the left-hand side of Eq .. (5.1) reads 
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fla,p)(a,/3l dJ-l(a,p) = i: (m+2p)! f(1-laI2)1/2exp(- IP1
2

2) 
m,p=O (m!)2(p!)222P 1 -Ial 

'IPI2mlaI2Pf( lal,IP I)d 2a d 2Plm + 2p) (m + 2pI == (C). (5.3 ) 

Our problem consists in fixingf(lal,IPI) such that the right-hand side ofEq. (5.3) reduces to the identity operator. By 
remembering that lal is constrained on the unit disk while IPI is left arbitrary, we can transform the integrals on a andpinto 
integrals on lal and IPI 2 and rewrite (C) as 

(C)= i: (m+2p)!2r (00 IPI2m[t(1_laI2)112laI2P+1 
m,p=O (m!)2(p!)222p Jo Jo 

.exp( - IPI
2 

2 \I'( lal,IP I)d lal]d IPI21m + 2p)(m + 2pl == (C'). (5.4) 
1-lal Y' 

Let us now put 

f( lal,IPI) = [IP1 2Q la1 21 10 - laI 2)S]g( IPI 2) (5.5) 

and search for fixing the real numbers q, t, and s. Through 
the change of variable (1 - lal 2) = v, we get 

(C')= i: (m+2p)!r (OOg(IPI 2)IPI 2m+2Q 
m.p=O (m!)2(p!)222P Jo 

x[fvll2-S0-v)p+l.exp( _IP
v

I
2

)dV] 

Xd IPI 21m + 2p)(m + 2pI == (C"). (5.6) 
I 

I 
Noticing that26 

l u 

vv-I(U - V)<5-1 exp( - yv-I)dv 

= y(V-I)/2U(2<5+v-I)/2 

x exp( - ;: )r(t5) W(I _ 2<5- v)/2.vl2 (yu- I
), (5.7) 

when u> 0, Re t5 > 0, and Re y> 0, we deduce that such a 
relation requires t> - 1 and IP1 2 #0 in our context as it 
immediately follows from the identifications u = 1, t5 
= p + t + 1, and y = IPI 2. The integral on v inside (C") is 

then obtained and leads to 

100 
IPI 2

m + 2Q + 112 - Sg( IPI 2 )exp( - IPt) Ws/2 _ P _ 1_ 5/4.3/4 _ s/2 (IPI 2)d IPI 2 

= [r(m+1)j2[rep+1)]22
2P 

, 'tim, =0,1, ... ,00, 
rrem + 2p + 1) rep + t+ 1) P 

(5.8) 

a condition ensuring our final demand (5.1), according to 

00 
L Im+2p)(m+2pl =1. (5.9) 

m,p=O 

In Eqs. (5.7) and (5.8) we notice the appearance of the so­
called Whittaker and gamma functions, whose properties 
are well known and quoted in the literature.2o 

Our last step is now the study of the condition (5.8). 
Choosing t = ° and 

(5.10) 

we also multiply each member of Eq. (5.8) by 
(iy)m[r(m + 1)] -I and sum over all m,y being a real vari­
able. Then we obtain 

100 
eXPUIPI2y)exp( - ~ 12 )h(IPI 2) Wsl2-P-5/4,3/4-s/2 

X (IPI 2)d IPI 2 = rep + 1)2
2p f rem + 1) (iy)m 

r m=orem + 2p + 1) 

=M(y), Vp. (5.11 ) 

By noticing that the series M (y) can be expressed in terms of 
the hypergeometric function20 2FI (1,1 ;2p + 1 ,iy) as 
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M(y) = [rq)/rr(p+~)lzFI(1,1;2p+ 1;iy),(5.12) 

we know that it absolutely converges for Iyl < 1 while it has 
to be analytically continued for Iyl > 1. Let us also point out 
that for Iyl = 1 we have to consider20 the quantity 1 + 1 
- (2p + 1) = 1 - 2p and see that for p = 0, the series di­
verges, while for P#O, i.e., for p> 1, it absolutely converges. 
This singles out all the values of p in our summation, except 
thep = ° one. 

Coming back on the information (5.12) inside Eq. 
(5.11),weget 

h( IPI 2
) = 2~ exp(lPt) pv,/2 - P - 5/4,3/4 - s/2 (IPI 2

)] - I 

J
+ 00 

X _ 00 exp( - iIPI 2y)M(y)dy. (5.13 ) 

This shows that for each p, we are dealing with a well-defined 
measure referred to 

dJ-l (a ,P) = ..!sL exp( IPI
2 

) IP I S - 112 

P 21T 2 (1 _ lal 2 )S 

X [ Ws12 _ p _ 5/4.3/4 _ s/2 ( IPI 2
) ] - I 

X [J-+oo"" exp( - iIP I2Y)M(y)dy ]d 2a d 2p. 

(5.14) 
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The integral in Eq. (5.14) can now be evaluated through the 
information (5.12), the change of variable z = (1/2) - iy, 
and an inverse Laplace transform.27 Indeed we have 

i
ll2

+ioo ( 1) 
exp( 1f31 2 Z)2FI 1, 1;2p + 1;- - Z dz 

1/2 - ioo 2 

=2hrr(2p+ 1) I~I WII2_2P,o(If312). (5.15) 

We finally get from Eqs. (5.12), (5.14), and (5.15), that 

1 (1f3 12)s/2 - 3/4 
df.l = -2. r(p + 1)22P 

P t? (1-laI 2), 

X WII2 - 2p,O (1f31
2
) d 2a d 2f3, 

Ws/2 _ p _ 5/4,3/4 _ s/2 ( 1f31 2) 
( 5.16) 

where only the real number s is still free. 
We can go further in order to fix s by noticing that the 

measure we are searching for has to be consistent, in particu­
lar, with the well-defined measure characteristic of the spe­
cial case a = 0, i.e., the Heisenberg context and algebra, 
where5 

df.lh - (1hr)d 2f3. (5.17) 
(2) 

IfEqs. (5.16) and (5.17) have to be consistent at the limit 
a --> 0, we immediately notice that the ratio of the Whittaker 
functions contained in Eq. (5.16) cannot be maintained. So, 
with the property,20 the only one giving an equality between 
two W's, 

Wa,b ( 1f31 2) = Wa, _ b ( 1f3 1
2
), 

we point out that 

b = O::::} - b = O::::}~ - s/2 = O::::}s =~, 

leading (with s = ~) to 

(!) - 2p= (~) -p-i::::}p= 1. 

(5.18a) 

(5.18b) 

These values (5.18), introduced in Eq. (5.16), restricted to 
the only variable f3 (when a = 0), lead to a perfect agree­
ment with Eq. (5.17), the argument of the modified Bessel 
function 10 being evidently equal to zero. A complementary 
argument leading to the measure (5.17) is the cancellation 
of the 1f31 2 exponent so that the values (5.18) are once again 
recovered. As a further comment, let us also recall that the 
other particular context f3 = 0 is forbidden since 1f31 2 has to 
be strictly positive [cf. Eq. (5.7)]: this is in complete agree­
ment with the Perelomov result,12 which corresponds here 
to k =! as already noticed [see Eq. (3.9)]. 

Let us end this section by pointing out that the value 
p = 1, leading to the expected result (5.17) in the particular 
context a = 0, is precisely a remarkable value ensuring the 
absolute convergence of our preceding developments for 
Iyl < 1, Iyl > 1, and Iyl = 1 [see our discussion after Eq. 
(5.12) ]. 
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Note added in proof: The restriction on summations 
leading to the results (3.6) and (3.7) can be relaxed in order 
to get the general normalization factor Q. This leads to the 
following substitution in our main relations: 

1(lall f31
2)-->ex [Re(ia f3*2)]. 

o 1 _ lal 2 p 1 _ lal 2 

The results become independent of the modified Bessel func­
tions in such a general context. The new Gaussian factor has 
no effect in expectation values nor in entropies. The main 
role is left to the a-dependent factor issued from the SO (2,1 ) 
considerations. 
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A unified approach based on Bethe ansatz in a large variety of integrable models in quantum 
optics is given. Second harmonics generation, three-boson interaction, the Dicke model, and 
some cases of four-boson interaction as special cases of su (2) $ su ( 1,1 ) -Gaudin models are 
included. 

I. INTRODUCTION 

In 1973, Gaudin introduced a new class of integrable 
quantum models,1 however only recently have they attract­
ed increased attention.2

•
3 As it is now known, these models 

can be associated with solutions of classical Yang-Baxter 
equations. As a matter offact, these models are better tracta­
ble than those associated with quantum Yang-Baxter equa­
tions.4 To be more concrete, we assume a finite-dimensional 
Lie algebra g and its representation T = ® Tj. Let X ~ repre­
sent the generators Xa in 1j and coefficients W~l are such that 
the operators (special elements of corresponding representa­
tion of enveloping algebra) 

M 
H. = ~ ~ wjlX j X I 

J £-£.aaa (1.1 ) 
l~ 1 a 

Ih 

are mutually commuting. In the caseg = su(2), Gaudin di­
agonalized such models first with the help of the coordinate 
Bethe ansatz,I.5 and later by algebraic Bethe ansatz6 in the 
sense of quantum inverse scattering method [in his book6 he 
also diagonalized the rational u (n) models]. Sklyanin shows 
the possibility of functional Bethe ansatz approach for the 
rational su(2)-mode1.2 Recently, the algebraic Bethe ansatz 
(using only classical Yang-Baxter equations) was applied to 
a wide class of these models associated with classical Lie 
algebras.3 In this form, algebraic Bethe ansatz can be viewed 
as a simpler variant of the quantum inverse scattering meth­
od. 

Some of these models (or their limiting cases) related to 
the su (2) $ su (1, I) case are of great interest in nonlinear 
quantum optics. In this paper we show how to apply algebra­
ic Bethe ansatz to the models of second harmonics genera­
tion, three-boson interaction, the Dicke model, and some 
degenerated cases of four-boson interaction. 7

-
9 In this way 

algebraic Bethe ansatz as developed in Ref. 3 gives a unified 
approach to a large variety of models in quantum optics. 

In Sec. II, we fix notations and describe the algebraic 
Bethe ansatz in a form suitable to discuss the above men­
tioned quantum optical models in Sec. III. Section IV con­
tains some additional comments. 

II. ALGEBRAIC BETHE ANSATZ 

To make this paper self-contained, we review the alge­
braic Bethe ansatz in detail for later use. 

Let L(A) be a 2 X 2 matrix 

L(A) = (A(A) B(A») 
C(A) D(A) , 

(2.1 ) 

its elements being quantum operators depending on complex 
parameter A, acting in some Hilbert space K. We assume 
that the commutation relations for these matrix elements 
can be written in the following compact form, 

[L(A) ®I,I®L(p,)]o 

+ [r(A-p,),L(A)®I+I®L(p,)]o=O, (2.2) 

where I is the unit 2 X 2 matrix and r(A - p,) is a C-number 
4 X 4 matrix of the form 

(

'I (A) 

r(.l) ~ ~ 
o 
o 
g(A) 

o 

o 
g(A) 

o 
o LJ (2.3) 

Here the functions I (A), g(A) are (i) I (A) = g(A) = 1/ A 
in the "rational case" and (ii) I (A) = cot gA, g(A) = 1/ 
sin A in the "trigonometric case." Note that [ , ]0 is a ma­
trix commutator respecting the operator nature of matrix 
elements of L. Further, we introduce operators 

T(A)=!TroL 2 (A), (2.4) 

where Tro is the "2X2 matrix trace." The family of opera­
tors T(A) has properties3 

[T(A ),T(p,)] = 0, (2.5) 

[T(A),L(p,)] + [Tro(r(A - p,) (L(A) ®I»),L(p,)]o = 0, 
(2.6) 

where [ , ] is an operator-commutator. 
From (2.2) we obtain 

[A (A) ,B(p,)] = - I (A - p, )B(p,) + g(A - p, )B(A), 

[D(A),B(p,)] = - g(A - p,)B(A) + I(A - p,)B(p,), 

[B(A),B(p,)] = 0, [B(A),C(A)] = A '(A) - D '(A), 

and from (2.6) 

[ T(A) ,B(p,) ] 

= g(A - p,)A (p, )B(A) +1 (A - p, )B(p, )D(A) 

(2.7) 

- I(A - p,)A(A)B(p,) - g(A - p,)B(A)D(p,). 
(2.8) 

Further we assume that there is the so-called pseudo­
vacuum, i.e., a vector 10)eK, such that 
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C{A)IO) =0, 

A{A)IO) =a{A)IO), D{A)IO) =d{A)IO), 

T(A)IO) = t{A)IO), (2.9) 

holds [teA) = ~(a2{A) + d 2{A) + a'{A) - d'{A») from 
(2.7) ]. 

T{A)B{A 1)·· ·B{AK ) 10) 

Now, having all necessary ingredients of algebraic 
Bethe ansatz, we construct the family of vectors 

(2.1O) 

Using relations (2.7), (2.8), and definition (2.9) we shall 
show that (2.1O) are eigenvectors of T(A) if some conditions 
on A; are satisfied. By the straightforward computation, 

= I g{A - A; )B{A1)·· ·B{A;_ 1 )A{A; )B{A)B{A;+ I)·· ·B{AK ) 10) 
; 

+ If{A - A; )B{A1)·· ·B{A; )D{A)B{A;+ I)·· ·B{AK ) 10) 
; 

- If (A - A; )B{A1) ... B{A; _ 1 )A (A )B{A;) ... B(AK ) 10) 
; 

- I g{A - A; )B{A1)·· ·B{A;_ 1 )B{A)D{A; )B{A;+ I)·· ·B{AK ) 10) + B{A 1)·· ·B{AK )T(A) 10) 
; 

= {~(F{A -A;) -g2{A -A;») + teA) }IAw .. .AK ) 

+ I g{A - A; )B{A1) ... B{A)(A (A;) - D{A;) )B{A; + 1 ) ••• B{AK ) 10) 
; 

+ If (A - A; )B{A1)··· B{A; )(D{A) - A (A) )B{A; + 1 ) ••• B{AK ) 10) 
; 

= {~(f2{A -A;) -g2{A -A;) + j~f{A -A;)f{A -Aj ») + teA) + ~f(A -A;)(d{A) -a{A»}IA1, ... .AK ) 

+ I g{A - A;) [(a {Ai ) - d{A;») - 2 If (A; - Aj )] IA1,···,Ai _ t .A.A; + 1 ,···.AK) , 
; j¥t 

we obtained the result that each vector (2.10) is an eigenvec­
tor of T{A) with the eigenvalue 

~ [f2{A - A;) - g2{A - A;) + f{A - Ai )(d(A) - a{A») 
I 

(2.11 ) 

if and only if complex numbers {At, ... .AK} satisfy the equa­
tions 

lPi =a{A;) -deAl) -2 If{A; -Aj ) =0. (2.12) 
Ni 

We omit the proof that the norm squared is equal to 

(2.13 ) 

(see Refs. 5,6, 10). 
The algebraic Bethe ansatz is just given by relations 

(2.1O)-{2.12). 

III. INTEGRABLE MODELS IN NONLINEAR QUANTUM 
OPTICS 

Let Sa' Ka, a = 1, 2, 3 be generators of Lie algebras 
su(2), su(1,I), respectively, 

[SI,S2] = iS3, [S2,S3] = iSI, [S3,Stl = iS2, (3.1) 
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[K1,K2] = - iK3, [K2,K3] = iK1, [K3,K1] = iK2 • 

(3.2) 

Denote as usual 

S± =SI±iS2, 

K± = ±i{KI ±iK2 ). 

(3.3) 

(3.4) 

Consider a chain of MI sites with su(2) spins and M2 sites 
with su (1,1) spins and representation 

M, M,+M2 

T= . ® (T;, EDO) ®. ® (OED T(2) ofsu(2) EDsu(1,I) in 
1,=1 '2=M,+1 

a tensor product Hilbert space, where T;, and T;2 are repre-
sentations ofsu(2) and su(1, 1), respectively. If elements of 
L{A) are constructed as operators, 

M, 

A{A) = - I f{A - E;, )S~ 
i,=1 

M.+M2 I f{A-E;)KL 
i2 =M,+1 

M, 

B{A) = I g{A - Ei, )S;~ 
i,= 1 

M,+Mz 

+ I g(A - E i, )K i+ ' 
i2 =M.+l 

M, 

C(A) = I g(A - E;,)Si:... 
i,=1 
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M.+M2 L g(A. - ei, )K i,-- (3.5) 
i.=M.+l 

D(A.) = -A(A.), 

then L (A.) fulfills relation (2.2). 
The Hamiltonians of type (1.1) are obtained from 

T(A.) , 

Hj = res T(A.), 
A= Ej 

(3.6) 

e.g., 
M, 

HI = L {2/(e l -£i,)SjS;' 
;, =2 

M, 

+ L {2/(el-ei,)SjK~ 
(3.7) 

i2 =M.+l 

+g(el-ei,)( -SI+Ki,-- +SI_Ki+ )}. 

(Note that the last term is non-Hermitian if Ti, ' Ti, are Her­
mitian representations.) 

Taking the limits J.l-+ 00 in the rational case and J.l-+ i 00 

in the trigonometric one, we derive from (2.6) 

[T(A.),Ni ] = 0, i = 1,2,3 

in the rational case and 

(3.8) 

(3.9) 

in the trigonometric case, where we denoted "total spin op­
erators" 

NI = L S;, + L iK~' , 
i. ;2 

N2 = L S~ + L iK ~ , (3.10) 
i. ;2 

N3 = L S~ + L K ~ . 
i. ;2 

In this same way from (2.7) (taking limits in A.), 

[N3,B(J.l)] = B(J.l). (3.11) 

Now we shall specify representations Ti " Ti, and take 
some appropriate limits. 

A. Four-boson interaction 

1. Let MI = 2, M2 = 0 and we construct the familiar 

I 

S3 = ~ (ata l - a2+a2 ), K3 =! (a/a3 + a4+a4 + 1), 

S+ =ata2, K+ =a3+a4+, 

S_ =a2+al , 

S2 = ~2(~2 + 1) , k=! (1 + Inol), 

n2 = a l+ a l + a2+ a2• 

Now fixing the integers n2 >0, no we can write for the Hermi­
tian Hamiltonian (again with e l = 0, ez = - 1r/2) 

(3.21 ) 
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boson realizations of su (2) in the F ock space of four kinds of 
hosons 

site 1: site 2: 

S j = ! (a l+ a l - a2+ a2), S~ = ! (a 3+ a3 - a4+ a4), 

S 1+ = a l+ a2, S2+ = a3+ a4• 

S 1_ = a2+ aI' S2_ = a4+ a3. 
(3.12) 

We also have 

(SI)z=~2(~2+1). (SZ)2=~4(~4+1), (3.13) 

with non-negative integers n2, n4 being the eigenvalues of 
Casimir operators 

n2 = at al + az+ az, n4 = a3+ a3 + a4+ a4· 

The Hamiltonian (3.7) in the trigonometric case (with 
e I = 0, £2 = - 1r /2 for simplicity) takes the form 

(3.14 ) 

For fixed numbers n2• n4 we obtain for the pseudovacuum 
the Fock state 

(3.15 ) 

We have, as a simple consequence of (2.10)-(2.12), (3.5), 
(3.6), and (3.11), 

B(A.) = (ata2)/sinA. + (a3+a4)/cosA., (3.16) 

N 31A. I,oo.,A.K) = (K - (n2/2) - (n~2»)IA."oo.,A.K)' 

h = n2 L cotA.i = n4 L tan Ai 
i . 

- 2 L cot(A. i - A.j ) = O. 
j#i 

( 3.17) 

(3.18 ) 

(3.19) 

The second equality in (3.18) follows from "i..q;i = O. Ac­
cording to (3.16), K<n2 + n4. Further we note that the ad­
dition of free Hamiltonian "i..iOJia/ ai' OJ I + OJ4 = OJ2 + OJ3 

(which is a linear function of N3, n2 , and n4 ) leads only to an 
additional shift in h. We can also add some other fourth­
order terms taking second-order polynomials in N3, n2, n4 or 
taking e I' e2 such that I (e I - e2) # O. The corresponding 
modifications in (3.16) - ( 3.19) are obvious. 

2. LetMI = 1, M z = 1, and 

(3.20) 

(free Hamiltonian "i..iOJia/ a" OJ I = OJ2 + OJ3 + OJ4 is again a 
linear function of N 3, n z, no)' So we have for the eigenstates 
and eigenvalues of jj following formulae, 
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10) = 10,n2,no,0) for no;;;'O, 

10) = 10,n2,0,lnol) forno<O, 
(3.22) 

B(A) = (ata2 )/sinA + (a3+a4+ )/cosA, (3.23) 

N3IA 1, .. ·,AK) = (K + ! (Inol + 1 - n2) )IA1, ... ,AK) , 

h = in2 L cot Aj = - i( Inol + 1) L tan Aj, 
i i 

cPj =n2 cotAj + (Inol + 1) tanAj 

- 2 L cot(Aj -Aj ) = O. 
j#j 

(3.24) 

(3.25) 

(3.26) 

B. The Dicke model, three-boson Interaction, second 
harmonics generation 

1. Here we describe a limiting case5 of the trigonometric 
Gaudin's model (M2 = 0), which leads to the Dicke model. 
First we note that in (2.2) theL and rmatrices can be multi­
plied by an arbitrary common factor. Now let SI -+ 00 in such 
a manner that 

tIS; COt(EI - Ej) -+Eo i# 1, 

hence 

(3.27) 

sin(E1-Ej)-+1. (3.28) 

We denote tIS; cot (A - E. ) -+ - E in this limit. So we have 

_I_L(A)-+L(E) 
~2S1 

( 

E Sj ___ L_3-
2 E-E j 

= Sj 
a+L--­

E-E j 

1 1 (~ --r(A -It)-+--
~2S. E-E' 0 

o 

1 -H= - res -TroL2(E) 
E= 00 2 

o 
o 
1 
o 

o 
1 

o 
o 

(3.29) 

(3.30) 

(3.36) 

2. If we assume only one spin S and take its boson repre­
sentation (3.12) (and E = 0) we get from H just the three­
boson interaction Hamiltonian (now again the free Hamilto­
nian can be added as a linear function of Sand N). So we can 
write (a-+a3 ) 

H = at a2a3 + a3+ at ai' 

B(E) = a3+ + (a.+ a2 )1 E, 

10) = 10,n2,0) , 

a 

(3.37) 

(3.38 ) 

(3.39) 

(3.40) 

(3.41 ) 

CPa = -Ea+~-2 L =0. (3.42) 
Ea p#a Ea - Ep 

The same limit can be adapted in the case MI = 0 and 
we obtain a Hamiltonian for the interaction of one-boson 
mode with su(1,I)-atoms. Then taking one atom (E = 0) 
and boson representation (3.20) of su(1, 1) we get another 
form of Bethe ansatz for the three-boson interaction (3.37) 
(no = at a2 - a3+ a3 ), 

B(E) = a.+ + (at a3+ )IE, 

10) = 10,no,0) for no;;;'O, 

10) = 10,0,lnol) for no<O, 

N = atal +! (ata2 + a3+a3 - no), 

NIEI,···,EK ) =KIEI,···,EK ), 

(3.43 ) 

(3.44 ) 

(3.45 ) 

(3.46) 

CPa = Ea - 1 + Inol - 2 L = o. (3.47) 
Ea p#a Ea - Ep 

3. If we take another boson realization of su ( 1, 1 ) 

(3.48 ) 

with k = ~ and k = ~, we have the Hamiltonian for the sec-
(3.31) ond harmonics generation 

From N3 (3.10) we find (after appropriate shift renormal­
ization) the integral of motion 

N=a+a+ L (S; +Sj). (3.32) 
j 

Pseudovacuum is now a state 10) such that 

alO) = 0, Sj_ 10) = 0, S; 10) = - SjIO), (3.33) 

and by straightforward calculation we obtain 

h= - LEjS
j+ LEa' (3.34) 

j a 

(3.35 ) 

1742 J. Math. Phys., Vol. 30, No.8, August 1989 

( 3.49) 

Now we have to take the algebraic Bethe ansatz with two 
pseudovacua 10,0) and 10,1) for k = 1/4 and k = 3/4, re­
spectively. After rescaling E -+E /2 we can write 

B(E) = at + a2+ 'IE, (3.50) 

N = at a l + (a 2+ a2 )/2 

a 

(3.51 ) 

(3.52) 

1 4k 1 
CPa =-Ea ---4 L (3.53) 

2 Ea p#a Ea - Ep 

So we can see that the three-boson interaction and the 
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second harmonics generation can be considered as special 
cases of one type of interaction of one-boson mode with 
su ( 1,1) atom if different boson representations of su ( 1,1 ) 
algebra are taken. The formulae (3.43) and (3.50) give a 
quantum analog of reduction a2 = a3 for classical solutions. 

IV. ADDITIONAL REMARKS 

The system of equations (2.12) in the trigonometric 
case (3.5) after substitution,S 

Zi =exp(2zA i ), {Ji =exp(2iEi ), 

gives 

- !,s i, + l:k i2 + M - 1 + 2 L S i, 
Zi i, Zj - {Ji, 

(4.1 ) 

k i2 1 
- 2 L - 2 L -- = O. (4.2) 

i2 Zi - {Ji2 j#,i Zi - Zj 

So the completeness of the set of Bethe eigenvectors can be 
related to counting the number of distinct solutions of ( 4.2). 
In the pure su(2) case (M2 = 0) the completeness follows 
from Gaudin's results.s In a pure su( 1,1) case, completeness 
is a consequence of the Heine-Stieltjes theorem. 11 All quan­
tum optical models described in Sec. III except one (3.21) 
are just of the above mentioned type (or its limiting cases). 
So the set of Bethe eigenvectors in these cases is complete. 
We conjecture that this is also true in the remaining case 
(3.21). 

We note also that to all our models the functional Bethe 
ansatz (as developed in Refs. 2 and 12) can be applied. 

The form of algebraic Bethe ansatz adapted in Sec. II 
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can be obtained also as a limiting case6 from quantum in­
verse scattering method for models associated with the 4 X 4 
quantum R-matrix. 'o But it is an advantage of this form that 
it can be directly generalized to other Lie algebras as shown 
in Ref. 3. 

What remains as an unsolved problem in quantum op­
tics and what is of great interest from an experimental point 
of view is the time evolution of correlation functions with the 
initial coherent or squeezed state.7 In general, only short 
time solutions are known. It seems to us that the systematic 
exploitation of integrability can lead to further development 
in this field. 
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Gauge transformations constructed by means of the Jost solutions related to two similar cases 
of the quadratic bundle of general form are studied. Those transformations are taken at 
arbitrary fixed point A = Ao of the continuous spectrum of the problem. The entire class of 
gauge-equivalent nonlinear evolution equations (NLEE) and their Hamiltonian structures are 
obtained. An interesting case of reduction of the potential is examined. It was shown that the 
entire class of NLEE splits into three different (in terms of coefficient functions) subclasses of 
gauge-equivalent NLEE. The gauge equivalence between the derivative nonlinear Schrodinger 
equation and some modifications of the derivative Landau-Lifshitz equation (OLLE) is 
demonstrated. The simplest soliton solutions of the OLLE and its higher analogs are obtained. 

I. INTRODUCTION 

The idea of gauge equivalence of certain nonlinear evo­
lution equations (NLEE) was originally introduced in the 
pioneer papers. I In these papers the covariant form of the 
Lax compatibility condition 

[ U, V L + U, - Vx = 0, ( 1.1 ) 

under gauge transformations, 

U ..... Adg (U - gxg- I ), V ..... Adg (V - g,g-I), (1.2) 

was used. The operator U was given by the Zakharov-Sha­
bat system and g was taken to be a J ost solution of the prob­
lem at the point A = O. 

The lax approach, however, allows one to examine only 
one NLEE at a time. In Ref. 2 a way was found to obtain and 
examine the entire class of NLEE related to the Zakharov­
Shabat system. That class was generated by an integrodiffer­
ential operator A. This operator took a very important place 
in that approach. A deeper understanding of its spectral de­
composition has led to the so-called "expansion over 
'squared solutions' method" (EOSSM).3 An explicitly 
gauge-covariant formulation of the results of Ref. 3 was pro­
posed in Ref. 4. This gauge-covariant formulation was ex­
tended to include some natural generalizations of the Zak­
harov-Shabat system5 and the corresponding discrete case.6 

The EOSSM was further developed and applied to the 
quadratic bundle of general form. 7

-
9 Here 

L(qo,Aql.A 2)V = 0 [see Eq. (1.1) below]. The correspond­
ing class ofNLEE in this case is larger than the previous one 
and includes the derivative nonlinear Schrodinger equation 
(ONSE), the relativistic Mikhailov model (which was 
shown to be equivalent to the massive Thirring model, etc. A 
covariant formulation of those results is given in Ref. 10; 
there, however, only transformations ( 1.2) with g being the 
Jost solution L(qo,A~I,A 6)g = 0 at the point Ao = 0 were 
used. This fact obviously simplifies the matter, since one of 
the potentials ql does not contribute to g. 

In the present paper we study a more general class of 
gauge transformations. We take g (1.2) to be a Jost solution 
of the quadratic bundle L(Po.Ao'Pl,A 6)g = 0, where Po and 

PI could be different from qo and ql [see (2.1) below] and Ao 
is an arbitrary fixed point from the continuous spectrum of 
the problem. (We would like to note that when ql = 0 the 
quadratic bundle reduces to the Zakharov-Shabat system. 
There is no need, in this case, to study gauge transformations 
at points Ao # 0 of the spectrum separately, because the re­
sults can be derived by the simple change..i 2 ..... A 2 + A ~. This 
is not true if ql#O and this case requires examination.) By 
means of an appropriate covariant formulation of the 
EOSSM we examine in a uniform manner the entire class of 
NLEE related to the quadratic bundle. The investigations 
are carried out on two levels. 

The first level is to find in a covariant form the gauge 
equivalent to the initial8

•
10 class of NLEE and its Hamilto­

nian structures. These results are written in terms of the 
transformed A operator and they are in some sense formal if 
we need their explicit form in terms of coefficient functions. 
This form depends on the choice of the used gauge transfor­
mation and thus the examined class splits into different (in 
terms of coefficient functions) subclasses of gauge-equiva­
lent NLEE. (As an illustration we give the covariant formu­
lation4 of the class of NLEE containing the gauge-equiva­
lent I nonlinear Schrodinger equation and the Heisenberg 
ferromagnet equation.) 

The second level corresponds to the classification of 
those subclasses ofNLEE. One can see that the subclasses of 
NLEE obtained by a gauge transformation taken in Ao = 0 
and Ao # 0 points, are, in general, different. 

Some interesting cases of reductions of the quadratic 
bundles are examined. Imposing qo = iU)(73q I we obtain three 
different subclasses of gauge-equivalent NLEE. A large part 
of these NLEE can be given either by a transformation at a 
point Ao # 0 or at Ao = 0, liJ # 0 as well. That extends the area 
of validity of the results of Ref. 10. Some examples of appro­
priate particular choices of the dispersion law are given. 
They form a subclass of NLEE and some of them have been 
examined in Refs. 8, 11, and 12. 

The simplest soliton solutions for the gauge-trans­
formed case with the examined reductions imposed are ob­
tained. 

1744 J. Math. Phys. 30 (8), August 1989 0022-2488/89/081744-12$02.50 © 1989 American Institute of Physics 1744 



                                                                                                                                    

II. PRELIMINARIES 

Before we go to the basic problem of the paper, let us 
give some necessary results of the EOSSM for the quadratic 
bundle of the general form 7-10 

{2Dx + qo(X,t) + Aql (x,t) + r(x,t) - A 2}V(X,t,A) = 0, 

(
0, q:) 

qa (x,t) = _ (x,t), 
qa' ° 

lim qa+ (x,t) = 0, a = 0,1, 
Ixl- 00 

i d 
D x :=-u3 -· 

2 dx 

(2.1 ) 

In the present paper we shall use the standard notation for 
the Pauli matrices u,.., Il = 0, ... ,3, and for 

(X,Y): = pr XY,XYE gl (2,C). 

The dependence on tin (2.1) is introduced as an exterior 
parameter, as usual. Following the notations of Refs. 8 and 
10 we define the J ost solutions, the transition matrix, and the 
scattering data for (2.1) by 

x- - 00 

T(A,t) = G:, a-=- b -)(A,t) = tP-1(X,t,A)tp(X,t,A), 

ImA 2 = 0, det T= 1, (2.2) 

± (A,t) = b ± (A,t) , C .± . 
P a±(A,t) J' 

b± 
) 

-±-, 
aj 

b/: =b ±(Al,t), ill: = d~ a±(A)IA=AF 

The generating operator A, related to (2.1 ), is a central point 
of the EOSSM and can be defined by8-10 

(
ZIO' 1 + ZI) 

A: = Ao+zo, ZOI ,Ao: =Dx +r, Za:=Zaa' 

zap: = ~ qa (x,t) (Loo dy + L- 00 dy)(qp (y,t) , [u3,' L), 

a,p = 0,1, (2.3) 

[X,Y] ±: =XY+ YX, X,YEgl(n,c). 

Let the scattering data (2.2) satisfy the conditions 

p,± (A,t) = + iF(A)p ± (A,t), 

dA± 
Cj~ = +iF(A l )Cl, -j;- = 0, 

/ 

F(A): = L InA n, In = const, 
n= -K 

(2.4) 

where F(A) is the dispersion law associated with the prob­
lem (2.1) (Hereafter we shall denote the derivatives by sub­
scripts.) One of the main results of EOSSM is the equiv­
alence of the class of linear equations (2.4) and the class of 
NLEE, 

i L q, (x,t) + F(A)q(x,t) = 0, 
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(2.5) 

related to (2.1). By " X " we denote the familiar Kronecker 
product 

(X X Y)ij.k/: =Xik¥j/, ij,k,l=I, ... ,n, X,YEgI(n,c). 

Any of the NLEE of the class (2.5) has an infinite series of 
conservation quantities,8 

1 a+ (0) i i dA N A / 
Ao= --In-_-=- -1T(A) - L In-_-, 

2 a (0) 2 r A j= 1 A j 

Ap =..!:.... r dA A P1T(A) - ..!.. f {(A /)P - (A j- )p} 
2 Jr A P j= 1 

= - ; {2 f~oo dx(Loo dy+ L-oo dy)(qR}:IAP +1q) 

+ [~ (~)}:lAPq]), 

}:1: =UI XU3 , P= ±1,±2, ... , 

~Ap = - ..!:....[}:~q,AP-lq], P = 0, ± 1, ... , 
2 

generated by the functional 

A(A) =lna+(A), ImA 2 >0, 

A(A)= -lna-(A), ImA 2 <0, 

A(A) =!in[a+(A)/a-(A)] ImA 2 =0, 
00 

A(A) = LA -kAk IA 1>1, 
k=l 

00 

A(A) = - L AkA_k' IA I~l. 
k=O 

(2.6) 

(2.7) 

The integration contour r in the complex plane C (see Fig. 
1) coincides with the continuous spectrum of (2.1) and the 
simple roots A l Er, a ± (A l ) = ° give the discrete spec-

FIG. 1. The contour r. 
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trum of the problem (2.1). The action-angle variables tr and 
K are defined by 

tr(A,t): = (1/tr)1n(1 + p+p-), K(A,t): =! b + /b-, 

tr/:= ±U/, K/:= ±ilnb/. (2.8) 

In a space Y, defined as 

CT (XI) .':/ 3X(x,t): = Ur
2 

(x,t), 

XiE gl (2,c), lim Xi = 0, i = 1,2, 
Ixl- 00 

we define the automorphism MM, R, D, and A operations 
and the skew-scalar product [ , ], as follows [see (2.6)]: 

(
AdM XI) R MM X: = ,ME g1(2,c), X : = (XI,x2)' 
AdM X 2 

X D : = !(X + Adu3 X), X A : = !(X - Adu3 X) , 

[X,Yj: = f: 00 dx tr(X~l:IYA)' 

(2.9) 

whereAdA B is the familiar notation A -IBA,A,BE gl(n,C). 
The generating operator A (2.3) is self-conjugated with re­
spect to the skew-scalar product (2.9), 

[AX,Yj = [X,Ay], X,YEY. (2.10) 

The Hamiltonian structures, generating the class (2.5), are 
given by 

n(m):=~ r dAA(m)8tr(A)t\8K(A)+~ i. 8trjt\8Kj 
2 Jr 2 j= I 

I 

H~m):=i L /pAp+m+1 
p= -k 

= - ~ r dA F(A)A mtr(A) 
2 Jr 

- i jtll~~+ dp pmF(p). 

£= ± 

(2.11 ) 

Hereafter the notation t\ denotes the familiar exterior prod­
uct of the corresponding quantities. The definition (2.11) 
justifies the name "action-angle variables" for the quantities 
given in (2.8). 

We would not dwell, in detail, on EOSSM as a general­
ized Fourier transformation, etc. We would only like to note 
that with the help of the Jost solutions (2.2), the so-called 
"extended squared solutions8

•
10 can be introduced. The ex­

tended squared solutions are eigenfunctions of the A opera­
tor (2.3). It turns out that the potential q (2.5) can be ex­
panded over them and these expansions have all the 
properties of the familiar Fourier expansion of a function, 
with coefficients of the scattering datap± and C/ (2.2). 

One of the ways to solve the inverse scattering problem 
for (2.1) was proposed in Ref. 8. Using the analytic proper-
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ties of the Jost solutions, the following representations for 
¢(X,A) are obtained: 

p(x,A.): = (¢-,¢+)(x,A)expiA2xU3' 

lim p(X,A) = 170, 
x- 00 

+ + N t j - _ 
p(X,).) =e + L _ t (x) 

j=1 Aj -A 

+~ r ~p-(p)P-(x,p)exp-2ijJ2x, 
2m Jr p - A 

ImA 2> 0, 

N t + 
p(X,A) = e- - L j t+ (x) 

j=1 A/ -A 

+~ r ~p+(p)p+(x,p)exp2ijJ2x, 
2m Jr p - A 

ImA 2<0. (2.12) 

For the reftectionless (p ± = 0) case, (2.12) is reduced to an 
algebraic system of equations for any N-in particular, for 
N= 1 we get 

cp(X,A )exp iA 2XU3 

= 170 + a_u3{t + (A+ - A_ )U}(l-/1.) -I. (2.13) 

In (2.12) and (2.13) we used the notations [see (2.2)] 

t/:=C/ exp±2i(A/)2x, t±:=tl±' 
1 ±. _ 1 ± r. _ r + r -

/l,. .-/1..1' ~.-~ ~ , 

a±: = (A+ -A_)/[(A+ -A_)2±t] 

(
A +,0) (O,t-) 

I: = O,A._' 17: = t+O ' 

e+: = (~), e-: = (~), p/ (x): = p± (x,A. /). 

Then using the expansion of (2.12) for IAI~I, 

1 
~(x,A):=-(p+Adu p)(X,A) 2 3 

the potentials qa (2.1), 

ql = - 2a_ (A+ - A_ ) up, 

qo = 2a_ (A+ - A_ )u(a_t + (73/), 

were reproduced from (2.13). 

(2.14 ) 

(2.15 ) 

(2.16 ) 

This concludes the brief review of the EOSSM and the 
Zakharov-Shabat dressing method 13 relevant for the appli­
cation of the inverse scattering method to the problem (2.1). 
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III. GAUGE· TRANSFORMED CASE 

The aim of this section is to obtain and examine the class 
ofNLEE related to an auxiliary linear problem gauge equiv­
alent to (2.1). We shall give the infinite series of conser va­
tion quantities related to that class of NLEE as well as the 
Hamiltonian structures generating it. 

Let us consider the auxiliary linear problem: 

(2Dx +po+...tPI+rl -...t 2)W=0, Pa:=Kaqa' 

Ka.x = [0'3,Ka ] _ = 0, /3a: = det Ka #0, (3.1) 

a = 0,1, 'I: = /3l r, 
besides (2.1). The gauge transformations g used are con­
structed by the Jost solutions u of (3.1) at arbitrary fixed 
point ...to of r (see Fig. 1), 

lim u(x,A)exp i...t 2X0'3 = 0'0' g: = u(x,Ao)' (3.2) x-OO 
By that means we obtain that the auxiliary linear problem 

{is ! + ~ (l-BO-I)Sx + (...tBI-I-...toBo-I)S' 

- (/31-1)r+...t~ -...t 2 }Vg =0, (3.3) 

is gauge equivalent to (2.1), where we denote 

S(x,t): = Adg 0'3' S'(X,t): = BIAdg ql' 

Vg: = g-lvCu , Cu,x = [0'3'Cu ] _ = 0, (3.4) 

Ba = Adg Ka = (Ka )0'0 + (Ka '0'3)S, 

We impose on S the natural requirement for the ferromag­
nets limx_ 00 S = 0'3' which leads to PI± (...to) = ° for the re­
flection coefficients (2.2) related to the quadratic bundle 
(3.1). From (3.2) and (3.4), it directly follows that 

Adg(Po+...toPI) = - (i/2)Sx' (3.5) 

Before we go straight to the point, we shall make a brief 
comparison with the well-known Lax approach. Ifwe define 
the operators U [see (1.1)] by (2.1) and V, so that 

UV=Vx' Vv=v" (3.6) 

the familiar Lax condition (1.1) for them is a NLEE from 
the class (2.5). Thus we have that (2.1) and (1.1) give us the 
class (2.5) equation by equation. As we mentioned ( 1.1 ) has 
a gauge-covariant form. This fact and (2.3) allow one to 
obtain the gauge equivalent to ( 1.1) NLEE-see (1.2). The 
problem reduces to the explicit expression of the trans­
formed V ( 1.2) in terms of Sand S' (3.4); which, in general, 
is a different problem for a different choice of V (3.6). This 
approach was applied in the particular case qo = 0, , = ° in 
Ref. 11. In this way the gauge equivalence of DNSE,7 the 
derivative Landau-Lifshitz equation (DLLE), and the so­
called "higher-order NS-type systems" 8,11 was shown. It is 
interesting to do that in the general case (not only for qo = 0, 
, = 0) and for other possible choices of V. This is the aim of 
this section. To be more precise, we shall express the trans­
formed by (3.2) class (2.5), in terms of S, S', and their de­
rivatives. A more detailed exposition may be found in Ap­
pendix A; here we give the final results only. We shall use the 
gauge transformations at the arbitrary fixed point ...to of the 
spectrum r -Fig. 1, mentioned above. In the particular case 
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...to = 0, Bo = BI = 0'0' the results reduce to those of Ref. 10. 
In this case PI does not take part in the equation for g [see 
(3.1)], which simplifies the matter. We shall use the follow­
ing notations [compare with (2.3); see (3.1), (3.4), and 
(3.5)]: 

z: = - 8~Sx(LOO dy + L- 00 dY)(Sy,[S, L), 

ZI: = ~ s'Uoo dy + L- 00 dY)(S',[S, L) , 

Zto: = ~ s'(LOO dy + L- 00 dY)(Sy,[S, L), 

1 (rOO i- OO ) ZOI:="4SX\Jx dy+ x dy (S',[S,L), 

§6: = (HS~;~ J, §: = (;~~~],-), 
K.=(KI, 0) 

. 0, K
2

' 

B: = AduoxgK, J: = (0'0' ~ '\ , 
UoO'o, vol 

Ao: = ! [s, ! .] _, Ko: = ...t ~ + /LI
2

• 

(3.7) 

For our purposes it will be necessary to give the generating 
operator M for the problem (3.1) [compare with (2.3)], 

1 + PZI ) 
PZ01 ' 

PZa: = Pzaa , 

PZaP: = ~ Pa(LOO dy + L- 00 dY)<Pp , [0'3' L), 

a,/3 = 0,1. 

(3.8) 

After that we derive the gauge-transformed operator (3.8) 
and by means of it, using the notations (3.7), we define 

M: = AduoXg {K -I(M - ...to)J} 

=B-IJ-I(~O' I+ZI) 
Ao + Koz, ZOI . 

(3.9) 

Now we can give the gauge-transformed potential (2.5) and 
its variation [see (3.7) and (3.9)], 

Adgq=Ms, 

Adg l:8q = M{§6 - 8A "(...to)§}' 
(3.10) 

The conservation quantity A "(...to) in (3.10) is given by 
(2.7) for the problem (3.1) by means of the diagonal ele­
ments of the matrix TI (...to) = g- I h. The Jost solution h of 
(3.1) has an asymptotics lim,, __ 00 h exp iA ~X0'3 = 0'0' Be­
cause of (3.9) and (3.10) we obtain that the class [see (3.7) 
and (3.8)] 

iMs' + F(A)M§ = ° ~ i§' + F(Ag)§ = 0, 

A: = Adu .. Xg A, Ag: = AdM A, 
where [compare with (3.7)] 

§'= ' ( 
-S ) 

HS,S;]_ ' 

Y. S. Vaklev 
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is gauge equivalent to (2.5). In spite of its covariant form 
[compare with (2.5)], (3.11) consists of different (in terms 
of coefficient functions) kinds of NLEE. In the next section 
we shall obtain, in a more explicit form, those NLEE impos­
ing some reductions on the potential q (2.5). 

We can give the transition matrix Tg by analogy with 
(2.2) by means ofthe Jost solutions, 

lim "'I' (x,t,A )exp i(A 2 - A ~ )xO'3 
x_ 00 

= lim fIJI' (x,t,A)exp i(A 2 - A ~ )xO'3 = 0'0' 
x_ - 00 

of (3.3). One can verify that [see (2.2), (2.6), (2.8), and 
(3.4) ] 

Tg (A,t): = "'1'- · (x,t,A ) fIJI' (x,t,A) 

pl (A,t) = p ± (A,t), 1Tg (A,t) = 1T(A,t) , 

Kg (A,t) = K(A,t) - A "(,10)' 

(3.12) 

T. (,10) = diag(at ,a.- ) (,10)' at (Ao)a.- (,10) = 1. 

Let us define [see (3.4); compare with (2.9)] D and A 
operations, 

Xli: = ~(X + Ads X), 

XA ~ = ~(X - Ads X), XEY, 

and the skew-scalar product [ , }, 

[X,Y}: = Loooo dx tr(X~i.YA), X,YEY. 

Here and further on we shall use the notations 

i: = O'oxS, i.: = O'.XS. 

(3.13 ) 

It is easy to check that [see (2.9), (2.10), and (3.7)] 

[Adg X,Adg Y} = [X,y], 

[MAgX,MY} = [MX,MAgY}. (3.14) 

All that allows one to give the infinite series of conservation 
quantities (2.6) in the form [see (2.7) and (3.12)] 

IJOO (loo 1- 00

) = -- dx dy+ dy 
P -00 x x 

(3.15 ) 

P= ± 1 ±2, ... , 

8Ap = - (i/2)[Ms,s,MAi-·S), P = 0, ± 1, ... , 

related to the class (3.11). After that we can give the Hamil­
tonian structures 

o~m): = U/4 )[Ms,s,MA;' - 2S,s}, 
I 

(3.16) 

H (m). -' ~ I"A 
gF .-1 £.. Jp p+m-.' 

p= -k 
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generating the class (3.11). The comparison with (2.11) 
gives that 

o(m)=o(m+2)+8A 1\8A"(A) H(m)-H(m+2) I' m + • 0 , F - gF • 

To obtain that and (3.16) we have used (2.11), (3.10), 
(3.14), and (3.15). Letting B = E4 and ,10 = ° in (3.16), 
one obtains [see (3.9) and (3.11)] 

M = A = j\ oem) = (i/4)[S,s j\mS,s1. 
gil 'go 0' 0, 

That coincides with the expression given in Ref. 10 and ex­
plains the meaning of m as an exponent in (3.16). 

Coming to the end of the section, we would like to give 
(for the one soliton solution) the potentials S, S'-(3.4) of 
the gauge equivalent to (2.1) problem-(3.3). With the 
help of (2.13), (2.16), (3.1), and (3.4), we derive 

S = (1 - 2m)O'3 - (2a_/Y)(A+ - ,1_ )(exp 2iA ~XO'3) 

X{l- [(a_;)/y]O'3(1-Ao)}(I-Ao)O', 

S' = - 2a_ (,1+ - A_)O'3{m/a+ + (exp 2M. ~XO'3)S" O'}, 
(3.17) 

where A ± are from the discrete spectrum of the problem 
(3.1),0', a ± ' I, and; are given by (2.14) and y, m, and S" 
are 

y: = (,1+ - ,10)(,1_ - ,10)' 

m: = a 2_ ;(,1+ - ,1_ )2/y, 

S": = 0'0 - [(2a_;)/y]O'3(1- ,10) 

+ [a2_ ;(,1+ - ,1_ )/a+r] (1- ,10)2. 

IV. THE REDUCTION CASE 

In this section we shall use the previous results imposing 
some restrictions on the potentials qa,Pa-(2.1) and (3.1), 
respectively. Let us impose 

Po = iOJO'3P; , qo = iEOJO'3q; , 

ko = Ek., E = ± 1, 

a = 0,1, WEr. 
In this case (2.1) and (3.1) reduce to 

{2Dx + (A + iEOJO'3)q; + r - A 2}V' = ° 
{2Dx + (A + iOJO'3 )p; + r. - A 2}W' = 0. 

( 4.1a) 

( 4.1b) 

(4.2a) 

(4.2b) 

One can see (compare with Refs. 10 and 14) that the linear 
problems 

(2Dx +AP. + r. -A2)wo=0, 

{2Dx + (p + iOJO'3)pj' + r. _p2}W. = 0, 

P:=~A2_OJ2, 

pi': = {exp 2(1] + iOJ2x)O'3 }p., 1]EC, 1]x = 0, 

are gauge equivalent because of the transformation 

w. = r(p,OJ) {exp(1] + iOJ2x)O'3}WOC W ' 

C w.x = [O'3'CW ] _ = 0, 

Y. S. Vaklev 
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r(p,{J) : 

= £I(~ £~Jl + i{J) 14~Jl - i{J) , ° ) 
0, £~ £~p - ;(J) 14~p + ;(J)' . 

£ = ± 1, £1 = ± 1. 

This transformation is singular at Jl = 0, ± i{J); that is why 
we shall examine the results at these points separately. The 

notation .,ff used above means the inverse function of 
5 = A 2,Art::, mapping the first Riemanian sheet on the upper 
half-plane of C without the ray cut 1m A = 0, Re A < 0. All 
that is given for the scattering data in this case is 

PI± (p) = £(exp ~ 27J)( ~p + ;(J)/~p ± ;(J) Po± (A), 

p/: = ~(A/)2 _ {J)2 (4.4) 

C I~ = £(exp + 27J)~Jl/ + i{J)/~Jl/ ± i{J). 

From (4.4) it follows that the dispersion laws associated 
with the examined linear problems have to be even on A and 
are related by 

Fo(A) = :.7(..1 2) = FI(~A 2 _ (J)2) = :.71(..1 2 _ (J)2). 
(4.5) 

The reduction (4.1) gives for A' (2.3), 

A' _ ( - i£{J)Z'0'3' 1 + Z') 
- Ao + (j)2U3Z'U3, iE{j)U3Z" 

z':= ~q;(L" dy+ L-OO dy )<q;'[0'3,J). 

(4.6) 

With the help of (4.5) and (4.6) from (2.5) (see Appendix 
B) one obtains that the class of NLEE, 

i0'3q;,t + F(A; )q; = 0, A;: = (1 + z') (Ao + (J)2), 
(4.7) 

generated by (2.1) in the case (4.1), decomposes into equiv­
alent [up to change of variables (4.1a)] subclasses ofNLEE 
corresponding to the different possible choices of (J). 

In the case (4.1) we have two different lost solutions of 
(4.2b), 

(4.8a) 

{2Dx + (..10 + ;{J)0'3)P; + rl - A ngl = 0, ~ :;60, 
(4.8b) 

giving two ways to construct gauge transformations. In this 
way we obtain that 

{2Dx + (A + i£{J)0'3)C/t - (/3 - l)r - A 2}U = 0, (4.9a) 

IS--1 S { 
. d . (A + i£{J)s) (..10 - ;{J)s)B 1- I - ~ 

dx 2~ x 

- (/31 - 1) r + A ~ - A +i = 0, k ~ ± 0, (4.9b) 

are gauge equivalent to (4.2a), where [see (4.2a) and (4.8)] 

u: = go- IV'C', v: = gl-lv'c, C: = ex = [u3,C'] _ = 0 
(4.10) 

and [compare with (2.4)] 

ql: = (exp 2;/30'3 LOO dy r)q;, S= Adg , 0'3' ( 4.11) 
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It is easy to see that if /3 = 0, (4.9a) coincides with (4.2a). If 
/3 :;6 0, one obtains the gauge equivalent to ( 4.2a) linear prob­
lem (4.9a) obtained by a gauge transformation constructed 
by (4.8a) with /31 = /3. 

In order to obtain the class of gauge equivalent to (4.7) 
NLEE, we shall use the fact that in the case (4.1) from 
(3.5), (3.7), and (3.9), we obtain [see (4.11)] 

M. = K -I(~' 1 + /3KlzK 1- I) 
o A ° ' 0' 

So = ~~qJ sg = C3;18q)' 

S' = - i.2 (..10 - i{J)S)Sx' 
2"0 

z:=~ q{LOO dy+ L-OO dy )<ql'[0'3,1-), 

s = - 1 i , (4 12) ~ 
[0'3,S1- ) 

2 ~ (/1.0 - i{J)S) <0'3' S>Sx ' . 

M=B J - "0. . 
- _I _1(..10 - i{J)S)z, 1 + .~ (..10 - ;(J)s)z(Ao + i{J)S») 

Ao + ~z, z(Ao + I{J)S) . 

S6= _( 1 8S _ ) 
~ (..10 - i{J)S)A08S . 

Thus from (3.10), (4.11), and (4.12) [see (3.7) and (4.8)] 
we derive 

Adg", 0'38q; = (1 + {3Z)0'38ql + /38A gql' 

goo: = exp - ;/30'3 LOO dy r, 

(AK -~)[0'3,SL =iSx , 

AK : = (1 + z)(Ao + ~), 

Adg , 0'38q; = - ~ B 1- 1(..10 - i{J)S)( AK - ~ ) 
o 

x {8S - ~8A " (Ao)[0'3'S L}, 

(4.13 ) 

where A g is the lowest conserved quantity for (4.2a) at 
q; = 0. With the help of ( 4.12) and (4.13), one obtains that 
the classes ofNLEE [see (3.10) and Appendix B] 

i0'3ql,t + {1- (/3-1)z}.7(A I )ql =0, (4.14) 

AI: = (Ao - /3r + (J)2) (1 + z), 

(4.15 ) 

AKg : = Ad(A
K

_.-5) AK' 
AK : = [1 + (lI/3l)zJ{Ao - (/31 - 1)r+ ~}, ~ :;60, 

are gauge equivalent to (4.7). The subclass (4.14) may be 
considered to be obtained from (4.7) by the change of vari­
ables (4.11), since in (4.15) [see (4.10)] the unknown lost 
solution g I (4.8b) takes part. In addition, we would like to 
note that (4.15) can be obtained from (4.7) by means of g I 
(4.8b), either at ..10 = 0, (J):;60, at Ao:;60,{J) = 0, or at 
Ao:;60,{J):;60 (Aoand{J) lie on r -Fig. 1). The subclass (4.15) 
splits into two different (in terms of coefficient functions) 
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subclasses given by {3 = {31 = 1 and {3,{3(=/= 1. The same 
splitting goes for ( 4.14 ), but the difference could be compen­
sated by the change of the variables (4.10). In the case 
{3 = {31 = 1, (4.14) and (4.15) can be considered to be ob­
tained from (4.7) by a gauge transformation constructed by 
the corresponding Jost solutions of (4.2a) [compare with 
( 4. 8) ]. As a corollary in this particular case ({3 = {31 = 1) 
we have that the transformations constructed by the Jost 
solutions of (4.2a) 

(2Dx + Aoql + r-A ~ )gol = 0, 

(2Dx + ;WU3ql + r)go2 = ° 
lead to (4.15) by Ki = A ~ or Ki = w2

, as follows. This ex­
tends the domain of application of the results of Ref. 10. (In 
spite of the covariant form (3.11), (4.14) and (4.15) are 
different in terms of coefficient functions. This could be easi­
ly verified, taking into account the action of A I and AK on q I 

I 

+ ! [q; ,u3(A; - (2)nq; ]} 

and [u3,S] _, respectively. We do not account for the differ­
ences that could be compensated by explicit changes of the 
variables. ) 

In order to write down the conservation quantities 
(3.13) in the case (4.1), we denote [compare with (2.9)] 

[x ~ Y]: = I: 00 dx(X,d u3,YL) , 

[x ~ Y]: = I: 00 dX(~A [S,Y] -) , ( 4.16) 

X,YE gl(2,C). 

In (4.16) we used the short notation [UI ~ VI] = [U2~ V2], 
which means that [ul,V.] = [U2,V2 ] and 

[ U I ~ VI] = [ U ~ V2]. Now we are able to give these conserva­

tionquantities, using (3.15), by means of (4.12) and (4.13) 
(see Appendix B), 

- ~ {I:oo dx(f~ dy+ i- oo 
dy)<ql,U3AI(AI-w2)nijl) 

+ ! [QI,U3 (l + z)(A I - (2)nQll} (4.17) 

=_I_{fOO dx(i"" dy+i-
oo 

dY)(Oy,S(1-.-!..z)AK(AK-W2)nsy) 
4{3lnKi - "" x x {31 

+ ! [Sx,S(AK -(tJ2)nSxl}, A~n+1 =0, n= ± 1,±2, ... , 

oA~n = - (i/2)[u38q;,(1-z')A;(A; _(2)n-lq .] = - (i/2) [U30QI,(1 +{3lz)AI (A I -W
2 )n-lijl] 

= (lI4{3IKi >[ (AK - Ki )8S, [1 - lI{3lz] AK (AK - (2)n - ISX ] , n = 0, ± 1... . 

With the help of (4.13), (4.16), and (4.17) from (3.16) (see Appendix B), we derive that the Hamiltonian structures n(2n) , 

H ~n), n(2n>, II ~n>, n~2n), and H ~~) are degenerated after the reduction (4.1). That is why (4.14) and (4.15) are generated 
by 

n (2n + I): = (i/4) [u38q; ~ (1 - z' )A; (A; - (2)nU30q; ] , 

ii(2n + I): = (i/4) [U30ijl ~ (l + {3Z)AI (AI - (2)n{l + ({3 - 1 )z}u38QI] , 

n~2n + I): = _1_[ (AK - Ki )oS ~ [1 - (lI{31 )z]AK (AK - (2)n(AK - Ki )Os], Ki =/=0, 
4{3IKi 

[1/2] [1/2] 

H'.pn+')=lIg·n+I)=i L fzpA~(p+n+1),H~~+I)=i L fzpA~(p+n-I)' 
p~ -[kI2] p~ -[kI2] 

~I----------------------------------------
If n>O one can easily derive that 

n(2n + I) = ! [u/jql ~ (1 - Zl )A1 (AI - (tJ2)nU38ql] ' 

n'(2n+')= i (n)(_w2)n-kn(2k+,) 
k~O k 

= i (n)( _ ( 2)kn(2n-2k+ \), 
k~O k 

where (see (2.3)] 
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AI: = (l + z,)Ao' 

Coming to the end of the section we would like to note 
that in the case (4.1) the results (2.16) and (3.17), in gen­
eral, are not compatible with the reduction (4.1). We have 
[see (2.15), (4.3), and (4.4)] 
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(4.18 ) 

where ao± (A) = ao± ( - A) follows. That means that if A+ 
and A _ are eigenvalues of (2.1), then so are - A + and 
- A_, and they should also be included as poles in (2.12). 
In the case (4.1) withw=Owehave [see (2.12), (2.15), 
and (4.3)] 

(i0"3 ! + Aql + r}l'(X,A) - U 2y!(X,A) = O. 

The condition (4. 18) leads to the expansion 

"" { 1 p(x,A) = 0"0 + n~1 A 2,,-1 f/5.,,-1 (x) 

+ A12" ¥A" (x) }, IA I). 1, 

( 4.19) 

of (2.12) at large IA I, which we put in (4.19). Solving the 
recurrence we derive 

f/5.,,-1 = ~E-(X){(1 +N)D"j"-IE+(x)ql' 

¥An = - ~E + (x)qIND" {(1 + N)D,j"-IE +(x)ql' 
2r 

E ± (x): = exp ± i0"3 i"" dy r, n = 1,2, ... , 

Nf(x):=~U3E+(x)ql ("" dyE + (y)gd(y) . 
2 1x 

The results (4.20) and (4.21) give for the potential ql 

ql(x,t) = -4(A~ _A2_ )2dup. (4.22) 

The potential S (3.4) can be derived from (4.21), 

Sex,!) = u3 (1 + 2g"g), (4.23) 

where 

g: = p(x,Ao)exp - iU3A ~x, 

p(X,Ao) = Uo + 2(A 2+ - A 2_ )du3{2tI2 

+Ao(A2+ -A~)U}(I2_A~)-I, 

and [compare with (2.15)] 

1 
g": = -(g - Ada g) 2 3 

= 2Ao(A 2+ _ A 2_ ) dup(l 2 - A ~) -Iexp - iU3A ~x. 

Thus we have both potentials ql of (4.2a) and S of (4.9) 
restored by the Jost solution (4.21). The soliton solutions 
(4.22) and (4.23) survive the additional reductionqT = Eql' 
E = ± 1, where "t" means the Hermitian conjugation; if 
A ~ = EA_ and C~ + = - EC 1- [see (2.2) and (2.14) ].7 

V.EXAMPLES 

The examples studied in this section are of the case 
( 4.1 ). Dnli can obtain the different (in terms of coefficient 
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Thus we have 

"" 1 
p(x,A) =uo+E-(x),,~o U 2n+1 

X{I-:;bE+(XWqINDx} 

X{(1 + N)Dx}"E +(x)ql' (4.20) 

Because of ( 4.18), the representation (2.12) looks like 

where e± ,p/ (x), and t l are defined by (2.14) and 

/ + (A): = (A /' 0) /. _ (A.)' = (A, 0 ) 
J 0, A.' J • 0, A. j- • 

In the simplest case N = 1 we have 

p(X,A) =Uo -2(A 2+ _A2_ )U3d{(A 2+ -A 2_)u 

+!:t/2} ~ _1_/2n (4.21) 
A n~oA2n+1 ' 

where t and 0" are defined by (2.14) and 

I 
functions) gauge-equivalent NLEEE from (4.14) and 
( 4.15). As we mentioned in Sec. IV, we do not examine the 
differences that can be eliminated by explicit change of the 
variables. 

Let us choose the dispersion law [see (4.5)] 

YeA 2) = _ 4A 4 + CIA 2 + C2 , 

which gives us from (4.14) and (4.15), 

iu3ql,t +ql,xx - i{3( (Q)oQI)U3QI)X 

+ iV1U3QI,x + V2Ql = 0 , (5.1 ) 

St - (i/2) [S,Sxx]_ - (4~ - Cl /2)Sx + (1/~)(Sx)3 
+ (i/2)(4K~ - CI~ - C2 )[U3,SL =0, (5.2) 

i[S,Sx,]_+ ~[S,qs,Sxx]_)x]_+ ~(Sx,Sx)SSx 

+ iv [S,S ] _ + ({31 - 1 )(2f31 - 1) (S )5 
3 xx l~f~ x 

1 S 3 +-( x) + (v4 +n)Sx =0, 
{31 

nx = - 2i(S,SxSt) , (5.3) 

where 
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VI: = - 4w2 
- ({3 - 1) (ql,ql) + C1/2, 

V3: = [(2{31 - I )/4{31~] (Sx,Sx) - 4~ + C/2, 

V 2 : = ({3 - I )(2i(ql,U3q IX) 

+ [(2{3 - 1 )/2](ql,ql )2) - 2w2 (ql,ql) 

- 4UJ4 + CI W
2 + C2 , 

v4 : = i({31 - I) (S,SxSxx) - SK6 + 2CI~ + 2C2 . 
{31~ 

The subclasses ofNLEE (5.1), (5.2), and (5.3) conserve 
their gauge equivalence for any choice of {3, {3IEf'.., {31 #0, 
~ #0, and WEr. What is more we can choose CI and C2 

(4.1) in a different way in each of (5.1), (5.2), and 
(5.3), preserving their equivalence. This is true because 
the change of variables r = t, 5 = - (CI /2) t + x, 
ql-+ (exp iClw

2r(3 )ql compensate C I and the change 
ql-+ (exp iC2tU3 )ql compensate C2 in these subclasses of 
NLEE. We use their gauge equivalence at a different choice 
of {3, {31' C I , and C2• The subclass (5.1) at OJ = 0, {3 = 1 is 
generated by the simplest, in some sense, Hamiltonian struc­
ture, 

n< -3) = ~fOO dx(i
OO 

dy 
2 - 00 x 

+ L-OOdY)<Oql(X) ~ oql(Y» ' 

H - =- X ql,ql + I ql,ql - < 3) 1 fOO d {(- -)2 C (- -) 
2 -00 

+ 2i(ql,U3ql.x) 

- i~2 (LOO dy + L- 00 dy)(ql (X),U3ql (y»} . 

(5.4 ) 
Its gauge-equivalent class, giving some modifications of 
DLLE (5.2), is generated by [for the sake of convenience we 
consider (5.2) to be obtained by (4. Sb) when AD = 0 and 
w#O, i.e., ~ = w2,1 

i foo ( 1\ 
nOLL ="2 _ 00 dx (oS, SoS) 

+ _1_' (oS ~ OSx») , 
2~ 

and C1 = C2 = 0, we come upon the well-known DNSE,7 

iq, + qxx - iE( Iql2q)x = 0 

for the q variable and there (5.4) reduces to the given 7 Ham­
iltonian structure. In the case (5.5) from (4. S) (AD = 0), we 
find that 
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(gI) -I = g'{ - E(W* Iw)g't , 

where for S (3.4), it follows that 

S = EI(~1 + Elpl2, P ), 
- EP*, - ~I + ElpI2 

E' = ± I, Elpl2> - I 

and (5.2) reduces to (compare with Ref. 10). 

1m2 P*P" + EIPx 12 
4~ (1 + Elpl2) Px 

The simplest NLEE from (5.2) can be found choosing 
C I = SKi, 

C2 = - 4K6, 

S, - (i/2)[ S,S}C}C J _ + _1_(Sx)3 = O. 
4~ 

(5.6) 

It is easy to see that the choice ~ = aA ~, C I = 0, 
C2 = 4a2A 6 leads to the DLLE given in Ref. 11, 

S, - (i12) [S,S}C}C] _ + _1_(S,,)3 - 4a~Sx = o. 
4aKi 

Choosing CI , C2, W, {3, and {31 in a different way, one can 
obtain from (5.1), (5.2), and (5.3) the whole class ofNLEE 
equivalent to DNSE, (5.6), and DLLE, respectively. In this 
connection we would like to note two things. In Ref. II four 
diagrams showing the gauge equivalence of some NLEE8

- 12 
are given. As a consequence of the present paper the first two 
diagrams coincide. [It is not difficult to see that, for example 

GIl' iQ, + Qxx + iEaQ2Q~ + (a2/2) IQ 14Q = 0 

from the second diagram is equivalent to 

GI2 : iQ; + Q ~x 

- 2EOJ2aIQ'1 2Q' + (a2/2) IQ'1 4Q' + iEaQ'2Q ~* = 0 

from the first diagram. One obtains GI2 from GIl by the 
changes Q -+ (exp 2iw2x) Q and 

t = r, 5 = 4w2t + x, Q' = (exp - 4iw2r)Q. (5.7) 

From the other hand (5.1) at{3= OJ = C I = C2 = Oandim­
posing 

_ (0, Q) * ql = , a=a 
EaQ*, 0 

(5.S) 

leads to GIl' The choice {3 = CI = C2 = O. W = fixed Er, 
imposing (5.S) and (5.7) gives GI2.] 

The second remark concerns the linear problems 

Liv i = (2Dx + Aql - A 2)VI = 0, 

L 2v2 = (i ! + q2 - A 2U3 )V2 = 0 , 

ql: = (q~, q;), 
q2: = (exp - 2iu3 Loo dy r) 
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It is known (see, for example, Ref. 9 that L, and L z are 
connected by the Mikhailov transformation 

1O'3L 11- 1 = L 2, 

1: = (exp - iO'3 L'" dy r) 

(
A-liZ 

X -q-(4,A)'-I/Z, 

Hence both problems are gauge equivalent. It is not true, 
however, to insist that the nonlinear Schrodinger equation is 
gauge equivalent to DNSE. (One can check that iii = Eii, 
and qi = Eq2' E = ± I are not compatible.) For that reason 
the other diagrams are to be separated. 
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APPENDIX A 

Let us denote 

Xd: = !(X + Ad", X), Xo: = 1(X - Adu,X), 

XEgl(2,C), pz: = Po + Aop" 

PZa{3: = !(Pz~ + Pz;;p), 

'lia{3: = 1 ('lia~ + 'li;;P), a,/3 = 0,1,2. 

From (3.1) and (3.2) one can find that 

(c5gg- ' )x = iO'3c5pz - (j12)O'3 (P,,[O'3,O'3c5pd_> 

- ipz( (2O'3c5gg- l
)d > 

(Al) 

- (i12)O'3(pz, [0'3'( - 2O'3c5gg-1 )01-) 

- i(rl -,A ~)( - 2O'3c5gg-I)0 

For the d part [see (AI) 1 of (A2) we derive 

(c5gg- l )d = ~3 r ± 00 dye (PI' [O'3,O'3c5pd _ > 
2 Jx 

(A2) 

+ (Pz, [0'3'( - 2O'3c5gg-· )01- » + O'3~ ± ' 

(A3) 

where [see the remark following (3.4)] 

~+:= lim (O'3c5gg- I), ~+=O, 
- x- ± 00 

~_ = - -!c5ln [a.+ (Ao)/a ,- (AD)] = - c5A "(,1,0)' 

(A4) 

For the a part [see (AI)] of (A2) by means of (A3), we 
have [see (3.8)] 

(Mo + Pzl - A ~) ( - 2O'3c5gg-I)0 + PZz'T O'3c5PI 

= O'3c5pz - 2~ ± P2' (AS) 

It is not difficult to verify that 
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(± 00 

=iAdgPa Jx dy(S',[S,! [S,c5S'LL> 

= 'lial Sc5S' = 'lial! [S,c5S']_, 

c5S = Adg [O'3,c5gg- 1 L = Adg (2O'3c5gg- 1 )0. (A6) 

By means of (A3) and (A6) it is easy to calculate 

Adg O'3c5PI 

= c5(HS,S'L) + [g-lc5g,SS'L 

= Hc5S,S'L + HS,c5S'L + Adg [(c5gg- l )d,O'3 PI] 

+ Adg [(c5gg- ' )°,0'3 PI] 

= HS,c5S'L + Adg {PZI±O'3c5PI 

+ PZI~ ( - 2O'3c5gg-I)0 + 2~ ± PI} 

= (1 + 'lil± )HS,c5S'L + 'lil~ ( - c5S) + 2.6. ± S'. 
(A7) 

The covariant derivative 

d -I d 1 [C''S ] Vx :=-+ [g gx,]- =-d +-2 ~,x,' -
dx x 

+ f(r l - A ~ )[S, L; 
(AS) and (A6) allow one to obtain [see (3.7)] that 

(Ao + 'lil)( - c5S) + 'liz'T HS,c5S'L 

= Adg O'lip2 - 2~ ± Adg Pz' 
This result (A4), (A7), (2.5), (3.7), and (3.8) give 

Adgl: (c5P I) = J Adgl:c5p = (_ 'lil~' ± 
c5pz Ao + 'liz , 

+ 2.6.± J Adg p 

= (_ 'li)2, 1 + 'lil) §6 

AD + 'liz, 'li21 

- c5A " (,Ao)J Adg p. (A8) 

With the help of (AI), (3.5), (3.7), and (3.9), one finds 

( _ 'liIZ, 1 + 'li1) = JBM, 
Ao + 'li2, 'liz I 

J Adg P = ( _ (~~)sJ . 
It is easy to verify that 

(A9) 

In this way (A8), (A9), and (3.7) lead to (3.10). 
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APPENDIXB 

With the help of (4.6), (4.8), (4.10), and (4.11), we derive 

(A')-I=( -iEwu3(Ao+oiz)-IZ', CT3(Ao+oiZ')-ICT3 ) 
w2z' (Ao + w2z') -IZ ' + 1 - z', i€wz' (Ao + w2z') -ICT3 ' 

A': = Ad A' = ( - iEWW3, 1 + Z) 
"oXKo Ao - Plr + W2U-jU3 iEWCT3Z ' 

A': = Ad A' = ~ CToXB 1-I(Ao - iwS) 
O'oxg ~ 

( 

- iEW zS, 1 + ~z) 
X PI 2 • PI CToXBI(Ao+iwS). 

(Ao - (PI - 1)r + A ~ + ~ SzS, lEW Sz 
PI PI 

Let us denote by X and X the elements of the space of 2 X 4 matrices, 

XI (x)EgI(2,c), lim XI(x) = O. 
x_ ± co 

From (4.6) and (B1) by induction we have [see (4.7), (4.13), and (4.14) ] 

(A')2"X = ( (A; - (2)"XI ), (A /)2,,+ IX = (iEWU3(Ai - (
2
)"X\) 

i€WCT3(Ai - ( 2)"XI Ao(A; - (2)"XI ' 

(A')2"X = ( (1 + z)(AI -=- ( 2
)"(1_ z)XI ) (A')2,,+ IX = ( i€wu3(1 +z)(AI - (

2
)"(1- z)XI ) 

i€WCT3 (1 + z)(A I - ( 2)"(1 - z)XI ' (Ao - Plr)( 1 + z)(AI - ( 2)"(1 - z)XI ' 

... 2 1 I ( (AK - (
2
)"BI (Ao + iwS)XI ) 

(A') "X = ~ uoXB 1- (Ao - iwS) iEWS(A
K 

_ (2)"BI (Ao + iwS)X
1 

' 

"" I 2" + I 1 _ I • ( i€wS(AK - (
2
) "BI (Ao + iwS)XI ) 

(A) X = - CToXB I (Ao) - IWS) - 2 - 2 ' 
~ {Ao - (PI-1)r+Ao}(AK -Ct) )"BI(Ao+iwS)XI 

n =0, ± 1, .... 

It is easy to see that [see (B2) ] 

From this result and (B1), by induction, we derive 

{(A')2 + w2 }"X = I I ,n = 0, ± 1, .... (
A' )"X ) 

i€WCT3 (A; ) "XI 

Because of (4.5), from this result and (2.5), follows (4.7). From (4.7), (4.8), (4.10), and the fact that 

Adg,,{(A; )"q;} = (1 + z)(AI )"(1 - z)ql' 
one obtains (4.13). In the same way (4.11), (4.12), and 

Adg{(A;)"q;} = - (i/2~)BI-I(Ao-iwS)(AK)"SX' 

lead to (4.14). By means of (B2) we derive [see (2.9), (3.13), and the remark following (4.15)] 
1\ 1\ _ 1\ 

({(AI)2"X)R , l'.IY) = (X R 
, l'.\(A')2"y) = ({(A')2"XY , l'.\Y) 

1\ _ "" _ 1\__ _ 1\_ ... _ 

= (X R 
, l'.\(A')2"y) = ({(A')2"XY , l'.\Y) = (X R 

, l'.J(A /)2"y) =0. 

By means of (4.15) we have from (2.9) and (3.13) 
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[GJ.A (~)] = [XI.A YZ] + [X2.A Yd, [GJ.A (~:)] = [X).A Y1l + [X.A Yll· 
Using (B2) and (B3), we derive 

[ (A'fnX Y) = [X (A')lnY] = [(A,) 2nX Y) = [X (l\')lnY) .A.A .A .(A) 
= [(A,) 2nX. A YJ = [X. A (A')lllYJ = 0, 

[(A')211+ IX. A 11 = [X. A (A,)211+ IY) 

= [(Ao + w2)(A; - Wl)nXI./\ Yd = [XI.A (Ao + w2)(A; - W2)nYd, 

[( 1\')2n+IX y)=[X (1\')2n+l¥] = [A (A _w2)n(1_z)X Y] .A.A I I I.A I 

- - 1 = [XI./\ Al (AI - q) )n(1 - z) Yd, 
[(A')2n+ IX. A 11 = [X.A (1\')2n+ If] 

= _1_ [( 1 - -.!.. Z) AK (AK - w1)nBI (11.0 + iwS) X I.A BI (11.0 + iwS) YI ] /3IKo /3) _ 

= _1_[BI(Ao + iWS)XI.A (1 - -.!..Z)AK(AK -w1)nB)(Ao + iwS) YI ] . 
~Ko ~ _ 

It is not difficult to verify that [see (A9)] 

- i I ( Sx ) - .., -MS = - -uoXB 1- (11.0 - iwS) . S'S ' MAgS = A'MS, 2Ko lEW x 

that way from (3.14), (4.12), CB2), (B4), and CB5) one can obtain (4.16) and (4.17). 
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A quantum nonlinear Schrodinger model with the most general supermatrices, having a 
structure (n - i, i) X (m - j, j), is studied by using the quantum inverse scattering method. 
The scattering states and bound states of the model are constructed. 

I. INTRODUCTION 

A one-dimensional many-body system, which contains 
both the fermions and bosons, with the two-body delta po­
tentials, has been extensively studied. 1-10 As a field theory, 
this system is the quantum nonlinear Schrodinger model 
(QNSM) and the Hamiltonian is 

H = str f dX( aq+ aq - c:q+ qq+ q:), ( 1.1 ) 
ax ax 

where the colons : : imply normal product and c > 0 is the 
coupling constant. Note that q(x) = [q(xha] and 
q+(x) = [q+(X)ab] with q+(X)ab =q(x)ba +( _I)p(a) 

are the supermatrices with structures q - (n - i, i) 
X (m - j,j) and q+ - (m - j,j) X (n - i, i) (Ref. 6). They 
satisfy the commutation relations 

q(x)a{Jq+(Y)ba - ( - 1) [p(a)+p(p)][p(a)+p(b)] 

Xq+(y)abq(X)aP = ( - l)p(a)OabOapO(X - y), 

q(x)apq(y)ba - ( - 1) [p(a) +p(Pl][p(al +p(bl] 

Xq(yhaq(x)a{J = O. (1.2) 

For q- (n - i, i) X (m - j,j), the supertrace makes the ki­
netic energy term in H positive definite. 

The model (1.1) is the most general form for QNSM. 
For 0 <j < m it describes the many-body system with the 
mixture of a two-body attractive delta potential and repul­
sive delta potential. In Refs. 7-9 the model (1.1) for the case 
of q- (1,0) X (1,0), (0, 2) X (1,0), and (n - k, k) X (m, 
0), which describes the system with a two-body attractive 
delta potential, has been studied and the eigenstates have 
been constructed. In this paper we find the eigenstates for the 
Hamiltonian ( 1.1) and the infinite number of the conserved 
quantities of the model with an arbitrary positive integer 
n - i, m - j, i, and j. 

This model is integrable.5 We can find the auxiliary lin­
ear equations of the model and they read 

a 
- T(x,yIA) = :L(xIA)T(x,yIA):, 
ax 

T(y,yIA) = Eaa + E aa , (1.3) 

a 
- T(x,yIA) at 

= :M(xIA)T(x,yIA): - :T(x,yIA)M(yIA):, (1.4) 

where Land M are the Lax pair of the model and have the 
form 

L(xIA) = iyt J + Sex), 

Sex) = i,jCq(x)baEba + i,jCq+(X)abEab' 

M(xIA) = - iyt. 2J + ic:q(x)baq+(X)aa:Eba 

( 1.5) 

- icq+ (X)abq(X)bpEaP - ,jC(~ q(X)aa 
ax 

+ iAq(X)aa )Eaa + ,jC(! q+ (X)aa 

( 1.6) 

HereA is the spectral parameter, Eij is a (n + m) X (n + m) 
matrix with (Eij) kl = OikOjl, the double latin letters a, b im­
ply summations over 1 to n, and the double greek letters a, p 
mean summations over n + 1 to n + m. From q- (n - i, 
i) X (m - j,j) we know that the Lax pair (L, M) and T(x, 
ylA) have the supermatrix structure (n + m - i - j, 
i + j) X (n + m - i - j, i + j). From (1.3) we have the fol­
lowing auxiliary equation: 

~ T(x,yIA) = - :T(x,yIA)L(yIA):, 
ay 

T(x,xIA) = Eaa + Eaa· ( 1.7) 

Taking (1.3) and (1.4) as the basis of the inverse trans­
form we can find the Yang-Baxter relation (YBR) of the 
T(x, yIA) and also find some useful permutation relations 
for the construction of the eigenstates of the system. 

II. NEUMANN SERIES, YBR, AND CONSERVED LAW 

Firstly, we define the monodromy matrix T(A) and the 
Jost function T<+)(xIA), 

T(A) = lim V( - L IA)T(L, - L 1,.1,) V( - L 1,.1,), (2.1) 
L- 00 

T(+)(xIA) = lim V( -L+xIA)T(L,xIA), (2.2) 
L_"" 

where 

V(xIA) = exp(i!AxJ). 
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Using the auxiliary linear equations ( 1.3) and ( l. 7), we 
have the Neumann series expansions for T(A) and 
T( + )(XIA), 

T(A) = 1 + itl J: 00 dYI J~' 00 dY2" J~;~I dYi 

X:V( -ydA)S(YI)V(YI-Y2/A)'" 

X S( Yi) V( Yi /A):, 

T(+)(xIA) = 1 + itl i'" dYI i~ dY2"'i~, dYi 

x: vex - Yi /A )S(Yi)' .. V(Y2 - YI/ A ) 

(2.3 ) 

XS(YI)V(YI-X/A):. (2.4) 

We write T(A) and T(+)(X/A) as 

[
A(A)ab,B(A)ap] 

T(A) = , 
C(A) ab ,D(A) ap 

[
A(X/A)ab,B(X/A)ap] 

T(+)(xIA) = , 
C(X/A )ab,D(xIA)aP 

where a, b = 1,2, ... , n and a, /3 = n + 1, n + 2, ... , n + m. 
After an inspection on the Neumann series (2.3) and (2.4), 
we can know that C(X/A) and D(xIA) are analytic in the 
region 1m A>O and C(A) is defined only for A = real. 

Using (1.3), we can show that the following YBR is 
valid; 

R(A - It) T(X,Y/A) ® T(x,Y/Il) 

= T(x,ylll) ® T(X,Y/A)R(A - Il), 

R(A)J;1 = b(A)~ik~jl + ( - 1 )p(i)P(j) 

Xa(A)~il~jk' 

b(A) = 1 - a(A) = ic/(A + ic), 

where the tensor product is defined by 

(A "'" B) - ( - 1 )p(j) [p(i) + P(k)]A B 
'0' ij,kl - ik jl' 

(2.5) 

(2,6) 

With the help of (2.1) and (2.2) and using (2.5), we can 
find the following permutation relations that we need for the 
construction of the eigenstates of the model: 

D(x/A) po C(xlll )ac 

= ( _ 1 )p(c5)[p(a) + pIc)] + p(P')p(c) 

R (Il - A )ra
' 

XC(X/Il)a'cD(X/A)p'o a 
a(1l - A) 

+ ( _ 1 )p(O) [pea) + p(c)] + p(a)p(c) 

b(A - Il) 
XC(x/A)pcD (xlll)ac5 A ' 

a( -Il) 

R(ic)~!,C(X/A + iC)P'bC(X/A)a'c( -1)p(a')p(b) 

= (-1)P(b)p(C)+p(c)p(a')R(ic)~r 

(2,7) 

(2.8) 

R(iC)~!,C(X/A + iC)a'cD(xIA){J'li ( - 1 )p(C) [p(O) +p(P')] 

= (-1)P(c5)P(P')R(ic)~!,D(x/A + iC)a'oC(xIA)p'c' 

D(A) tJli C(1l) ac 

= ( _ l)p(6)[p(a) + p(c)] + p(P')p(c) 

[str D(A), str D(Il)] = 0, 

(2.9) 

(2.10) 

(2.11 ) 

where the double indices a' and {3' mean summations over 
n + 1 ton +m. 

From Eq. (2.11) we know that str D(A) = ( - l)p(a) 

D(A)aa with different spectral parameters can be diagonal­
ized simultaneously. This also enables us to consider 
str D(A) as a generating function of the set of the infinite 
conserved quantities of the model. These conserved quanti­
ties can be obtained by expanding str D(A) as iA -+ 00. Nota­
bly, three of them are the particle number 

N=str J dxq+q, 

the momentum 

p= - i strJ dx q+.!fL, ax 
and the Hamiltonian ( 1.1 ). 

III. SCATTERING STATES 

Firstly, let us consider an n X n matrix T/., (A) a'ia' Its 
matrix elements are defined by the following equation for 
i= 0: 

TJ~(A)a'la 

= R(A (i) _ A)a~ofl-I .. 'R(A (i) _ A)a;o, 
Ii aft6 2 a26, 

n + 1 <,~, {3, a<,n + m; O<,i<,m - 2, 

where the double indices mean summations, and 

{ [ /., 

u(O)(/3) = exp iTT p(/3) S~I (p(cs ) + p(as») 

+ p(/3) + p(c/., )p(~) + ~tll p(cs )p(~s) ]}, 

u (i) (/3) = exp [ i1rp (/3) 

(3.1 ) 

x(tICfs-1 +fs)p(n+s) +st/(as) + 1)]. 
(3.2) 

The eigenvalue problems oftr T/., (A) havebeensolved.5 

The eigenstates are 

F = [Tn + I,p, (A (I» Tn + I,P.(A (I» ••• Tn + I,Pf.(A (I»] 
ar.;··a, 10 1 10 2 10 I, aln+ 1 

X [ T" + 2,li'(A (2» Tn + 2,.5'(A (2» ••• Tn + 2,.5" (A (2»] ••• 
J, 1 J, 2 J, f, Pln+2 

X [ T"+ m -I,n+ m(A (m- \) ... T n+ m-I,n + m(A (m- I»] , 
I m -2 1 I m -2 1m _ I pl,,+m-I (3.3 ) 
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and the eigenvalues are I I (A) given by the recurrence relations 

fd b(A -A (d» + (_ Iv(n+d)a(A -A (d» 
td(A) = U(d) U S (A -A (d» S 

s-I a $ 

l<d<m - 1, (3.4) 
1m (A) = u(m - I)(m + n), 

U(d) = eXP[i1TP(n + d) 

X ct/(as) + :t>ls- I + Is )p(n + s)+ s:~~ I (Is- I -Is )p(n + s)+ Im- IP(n + m) + 1)]. (3.5) 

These A ~rl (l<u</" l<r<m -1) satisfy 

U(d) fd-' b(A !d-I) -A ~dl) + ( _ Iv(n+dla(A !d-Il _ A ~dl) 

U(d+l) SUI a(A!d-\)_A~dl) 
fd a(A ~d) -A !dl) b(A !dl _ A ~dl) + ( _ Iv(n+d+ Ila(A !d) _ A ~dl) 

= SUI a(A !dl _ A ~dl) b(A ~dl _ A !dl) + ( _ 1 v(n + dla(A ~dl _ A !dl) 

Xfd+' b(A~dl _A!d+\) + (_lv(n+d+\)a(A~dl _A!d+ll) 

SUI a(A ~dl _ A !d+ I» . 
(3.6) 

We define a pseudovacuum 10) by qlO) = 0, and then we 
have 

D(A)apIO) = 8ap I0), 

C(A)abIO) #0. 
Using (2.10), we can show that the scattering states 

IN) = C(A \Ol)a,c, C(A iO»a,c
2 
••• 

XC(A 52»a["cf..10)Fa[',"'a,a, (3.7) 

are the eigenstates of str D(A), and the eigenvalues are 

10 1 
tS(A) = IT A (0) A II(A), 

j= I a( j - ) 

where the repeated indices mean summations. The t; (A) and 
F's are given by (3.4) and (3.3), respectively. 

Since R!~ satisfies a + /3 = 8 + '/], we can show that 
Fa "'a 's have the conservation condition as follows: 

!.> I 

the set (af" .. 'a l ) contains N; =1;- I -I; a's equal to 
n+i(l<i<m-l), and Nm =lm_la's equal to n+m. 
Thesel; (O<i<m - 1) satisfy fo>!t;r' 'Im _ I' 

IV. BOUND STATES 

We define the operators (O<s<N) 

X(XIA,N,s) = C(XIA + i~c(N - l»)a,b, ... 

XC(XIA + i~c(N - 2s + 1»)a,bs 

XD (XIA + *(N - 2s - 1) )as+ ,P,+, ... 

XD(xIA - i~c(N - l))a..flNlaN"'a" (4.1) 

where the double indices mean summations, and 

1758 J. Math. Phys., Vol. 30, No.8, August 1989 

(1<i<m), 
(4.2) 

i.e., I's are given by taking N; = 0 for pen + i) 
= 1 (1<i<m) in (3.3). Thus we have 

U(d) = (_I)p(n+dl 

as N; =0 for pen + 1) = 1 (1<i<m). (4.3) 

TheX's are well-defined in the region 1m A>~c(N - 1). Us­
ing (1.2), (1.7), (2.8), (2.9), the YBR 

R(A - p)!',~,R(A)~~!:R(p)~:~: 

= R(p)!',~',R(A)!1:R(A - p)~:~:, 

and the boundary condition 
N 

X--8so IT 8a p.la "'a , . j., N I 

;=1 

we can show that X can be analytically continued into the 
region 1m A>O and 

X--O for s#N, as x- - 00. (4.4) 

Let p be a real spectral, and we define 

Bit (p) = lim X(xlp,N,s = N)exp(iNpx). (4.5) 
x_ - 00 

Using the permutation relation (2.7), (4.4), (2.1), and 
(2.2), we can show the eigenequation 

str D(A)B it (p)IO) = tb(A)B it (p)IO), (4.6) 

with the eigenvalues 

b N 1 
t (A) = IT fl(A), 

j= I a(A JOl 
- A) 

where tl(A) is given by taking N; = 0 for pen + i) 
= 1 (1<i<m) in (3.4) and 

AJol=p-i~(N-2j+l)c (1<j<N). (4.7) 
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From (2.8) we have 

BJ(p)=O, ifp(b j )=p(bj )=1 andbj=bj • (4.8) 

It means we can not construct the bound state with the same 
indices, i.e., b j = bj , for the fermions. This also leads that a 
maximum of i fermions can be held in a bound state as N>i. 

v. CONCLUSION 

We have constructed the eigenstates, both the scattering 
states and bound states, for the infinite conserved quantities 
of the system. The momentum and energy of the N particles 
eigenstate are, respectively, 

and 

N 

and L (A. }0»2, for the scattering state 
j=l 

2 

Np and Np2 - ~2 N(N 2 - 1), for the bound state. 

These states generally contain both the fermions and bosons. 
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For the cases of q- (1,0) X (1,0), (0,2) X (1,0), and 
(n - k, k) X (m, 0), our results coincide with those in Refs. 
7-9. 
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The asymptotic behavior of solutions of the nonlinear wave equation (with cubic nonlinearity) 
is studied on background vacuum space-times containing compact Cauchy horizons at the 
boundaries of their maximal Cauchy developments. The analytic form of the general solution 
of the linearized equations and that of the nth-order perturbation equations for arbitrarily large 
n are derived. It is shown how to sum the leading-order terms of the full perturbation series to 
derive what is presumably the asymptotic form of the general solution of the original nonlinear 
wave equation near the Cauchy horizon of the background space-time. It is also shown how 
the indicated asymptotic behavior leads to a natural classification of solutions in terms of 
"Lagrangian submanifolds" of an associated phase space. 

I. INTRODUCTION 

In a recent paper I we studied the gravitational perturba­
tions, to arbitrarily high order, of a family of vacuum, cos­
mological space-times that contained compact Cauchy hori­
zons at the boundaries of their maximal Cauchy 
developments. The aim was to see in detail how perturba­
tions generically destroy such horizons and produce curva­
ture singular boundaries in their place. The background 
space-times considered in Ref. 1 all had one spacelike Killing 
field in their globally hyperbolic regions and, for simplicity, 
the perturbations studied were all required to preserve the 
isometry groups of the backgrounds. 

As a first step towards the study of completely general, 
nonsymmetric perturbations of these same space-times we 
here apply the higher-order perturbation method to the 
model problem of solving the nonlinear wave equation on 
such backgrounds. We show how one can determine the ana­
lytic form of the general solution of the nth-order perturba­
tion equations for arbitrary n and how one can sum the lead­
ing-order terms of the full perturbation series to determine 
what is presumably the asymptotic form of the general solu­
tion of the nonlinear wave equation near the Cauchy horizon 
of the background space-time. We also show how one can 
classify the singularities of the solutions of the wave equation 
in a natural way, using the asymptotic form just mentioned, 
into "Lagrangian submanifolds" of an associated phase 
space for the problem. At the level of the perturbation equa­
tions (to arbitrary order) our results are essentially rigor­
ous, but our determination of the asymptotic behavior of 
solutions and their associated classification is, at present, 
only heuristic. 

The nonlinear wave equation, with a cubic nonlinearity 
of the appropriate sign (chosen to ensure positivity of the 
"energy"), is known to admit global solutions for arbitrarily 
large data in suitably chosen Sobolev spaces. This is true not 
only in Minkowski space but also in quite general four-di­
mensional, globally hyperbolic space-times with sufficiently 

smooth metrics and appropriate boundary conditions (e.g., 
asymptotic flatness or compact Cauchy surfaces). 2.3 This 
result follows from using Sobolev inequalities and applying 
straightforward higher-order energy estimates to bound the 
norms of the solutions. Thus the solutions of the wave equa­
tion can only blow up at the boundaries of the maximal 
Cauchy developments of such space-times. In our problem 
this boundary is always taken to be of the mildest possible 
type-a smooth (in fact analytic) compact Cauchy horizon 
across which the space-time can be analytically extended to a 
casuality violating (hence, non-globally-hyperbolic) region. 
Such space-times have, if Einstein's equations are imposed, 
(at least) one spacelike Killing field in their globally hyper­
bolic regions4

,5 but provide an infinite-dimensional family of 
vacuum solutions of Einstein's equations.6

,7 

The simplest such space-times have the structures of 
circle bundles-the fibers of the bundles being defined by the 
orbits of the Killing fields mentioned above. We briefly re­
view the metrical properties of such vacuum space-times in 
Sec. II A for the simplest topological category-the product 
circle bundles. In Sec. II B we formulate the nonlinear wave 
equation on such a background and show how to determine 
an infinite-dimensional (but incomplete) family of its ana­
lytic solutions by means of a slight extension of the Cauchy­
Kowalewski theorem. Each of these solutions, by construc­
tion, shares the symmetry of the background, In Sec. II C, 
using anyone of the aforementioned solutions as a back­
ground, we show how to derive the general solution of the 
associated linearized equations and in Sec. II D we extend 
this result to the perturbation equations of arbitrarily high 
order. In Sec. III we identify the leading-order terms in the 
full perturbation series and show how their formal summa­
tion leads to a simple picture of the asymptotic behavior of 
solutions of the nonlinear wave equation near the Cauchy 
horizon boundary of space-time. This last result, though 
nonrigorous, suggests a natural classification of the solu­
tions in terms of Lagrangian submanifolds of an associated 
phase space for the problem. 
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II. ANALYSIS OF THE NONLINEAR WAVE EQUATION 
AND ITS PERTURBATIONS 

A. Background space-times 

As in Ref. I we consider Lorentzian metrics defined on 
manifolds of the form (4) V = K X R X S I, where K is a com­
pact, orientable two-manifold. We view these as (trivial) 
circle bundles over the base manifolds K X R and impose 
upon the metrics to be considered the isometry group of in­
variance under translations along the circular fibers. For 
simplicity, we shall only treat trivial (i.e., product) bundles 
here. However, the same methods could be applied to nontri­
vial S 1 bundles such as S 3 X R __ S 2 X R (cf. Ref. 7). 

Let {xa
, a = 1,2} represent local coordinates on K, x 3 

(defined mod 21T) represent an angle coordinate on the cir­
cle, and X O = tER represent the "time." We consider analytic 
Lorentzian metrics on (4) Vexpressible in the form 1.6.7 

ds2 = (4)gIL
v 

dXIL dxv 

= e - 2'P [ _ N 2 dt 2 + gab dxa dxb ] 

+ t 2e2'P(dx3 +/3a dxa)2, (2.1) 

where a I ax3 is a Killing field. 
By analogy with the well-known Kaluza-Klein-Jordan 

reduction program we may view <p, /3 a dxa, and 
- N 2 dt 2 + gab dxa dxb as a scalar field, one-form, and 

Lorentzian metric induced on the base manifold K X R by 
the space-time metric on K XRXSI. For simplicity (and 
without any essential loss in generality), we have imposed 
the coordinate condition of zero shift field. This corresponds 
to dropping the time component of the one-form field and 
the shift field of the (2 + 1 )-dimensional Lorentzian metric 
induced on K X R. 

The line element (2.1) degenerates at t = O. However, if 
we reexpress it through the change of coordinates given by 
either 

(2.2) 

or 

(2.3 ) 

then we can show that the transformed metric is analytic and 
Lorentzian on a neighborhood ./Y = K X SiX ( - A,A) of 
the hypersurface t' = 0 provided (i) <p(t',xa,), N(t',xa,), 
/3a (t ',xb')dxa" and gab (t ',xc')dxa• dxb, are analytic on A/"; 
(ii) N>O and gab is positive definite on ./Y; and (iii) 
(N 2 

- e4'P)/4t' is analytic on./Y. By examining the trans­
formed metric in more detail one can also show that (iv) the 
hypersurface t ' = 0 is a null hypersurface with a I ax3

' tan­
gent to its null generators; and (v) the Killing field a I ax3

' is 
spacelike in the region t ' > 0 but timelike in the region t ' < 0, 
where its orbits are closed timelike curves. 

Space-times satisfying conditions (i)-(iii) above are 
globally hyperbolic in the regions t ' > 0 (which were covered 
by the original coordinates with either t> 0 or t < 0), have 
Cauchy horizons diffeomorphic to K X Slat t ' = 0, and are 
acausal in the regions t ' < O. The two inequivalent coordinate 
transformations (2.2) and (2.3) lead to two inequivalent 
analytic extensions of the original metric (2.1) through its 
Cauchy horizon at t = O. 
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If, as in Refs. 1,6, and 7, we impose Einstein's equations 
upon metrics of the form (2.1), then we may prove the exis­
tence of infinite-dimensional families of solutions having all 
the properties (i)-(v) above provided we impose a suitable 
coordinate condition to fix the lapse function N. The basic 
step in the proof is an application of the generalized Cauchy­
Kowalewski theorem sketched in Ref. 6 and proved in detail 
in Ref. 7. The main result is that every choice of analytic 
initial data {~, /Ja, gab}(O,XC

) specified over K (with ~ a 
function, /Ja dxa a one-form, and gab dxa dxb a Riemannian 
metric) determines a unique, analytic solution of the vacu­
um Einstein equations having all the properties (i)-(v) 
above provided the lapse function is chosen to satisfy condi­
tions (i)-(iii) above and the condition 

(vi) (N lFi),t = 0, (2.4) 

where (2)g is the determinant of gab' These restrictions lead to 
the requirement that 

N lFi = e2'P 1,f1'g, (2.5) 

which fixes N completely. 
These rigid coordinate conditions [i.e., zero shift to­

gether with (2.4) ] are not strictly necessary but were chosen 
to simplify the form of Einstein's equations and to facilitate 
the application of the generalized Cauchy-Kowalewski 
theorem in Refs. 6 and 7. 

Many of the solutions determined by data {~, /Ja, gab} 
prescribed on K are isometric to one another. For any such 
solution, however, one can, without disturbing the coordi­
nate conditions imposed above, find a diffeomorphism of 
(4) V that takes (4)g to a canonical gauge in which (a) gab is a 
constant curvature metric on K depending only on the 
choice of zero (if K ::::S2), two (if K:::: T2), or 6g - 6 (if K 
has genusg>2) real parameters; (b) /Ja has zero divergence 
with respect to gab; and (C) there is a residual gauge sub­
group action of dimension 6 (if K::::S2) or dimension 2 (if 
K:::: T2) generated by the conf~rmal Killing fields of 
(K, gab) that acts on th~ data {~, /3a' gab}' Thus ~ and the 
divergence-free part of /3a together with the "Teichmiiller 
parameters" for gab (modulo the action of a finite-dimen­
sional Lie group in the case K::::S 2 or T2) represent the truly 
independent data that parametrize the nonisometric solu­
tions of Einstein's equations on (4) V which admit compact 
Cauchy horizons of the type described above. 

In fact, as was shown by Isenberg and the author,4.5 the 
existence of a compact Cauchy horizon with closed null gen­
erators together with the requirements of analyticity and sat­
isfaction of Einstein's equations imply the existence of the 
Killing field a lax3

, which we have assumed. 

B. The nonlinear wave equation and a class of its 
analytic solutions 

Motivated by the discussion of the previous section, we 
choose an analytic metric on (4) V of the form (2.1), where 
{<p, /3a, gab} (t,Xc ) are analytic and even in t (hence analytic 
in t' = t 2) and where N is fixed by 

N e
2

<p e
2

'P I (2.6) 
Fi = ,f1'g = Fi ,=0 
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and thus satisfies the coordinate condition (N IFg).1 = 0 
and the regularity condition N 2 

- e4<f> = 0(t 2
) discussed in 

the previous section. 
The nonlinear wave equation 

O')gr/J= J.,p (2.7) 

(where J. is a positive constant) takes the explicit form 

- (r/J.II + + r/J./) + (2)Ar/J + C2 + B )r/J.33 - ~ (r/J) 3 

-NVar/J.a3 - (NIFg)(FgVar/J.3).a =0, (2.8) 

where 

A = 3J.N2e- 2'1', 

lit 2 + B = N 2e- 4
'1' It 2 + N 2PaPbFfb, 

(2)Ar/J = (N IFg)(N FgFfbr/J.b ).a' 

(2.9) 

and where Ffb is the inverse of the two-metric gab' The func­
tions A and B as well as the vector field va and the coeffi­
cients of the linear operator (2)A are all analytic and even in 1 

by virtue of the aforementioned assumptions on (4)g. 

A large family of analytic solutions ofEq. (2.8) may be 
established by first imposing the invariance condition, 
ar/JI ax3 = 0, and then appealing to the generalized Cauchy­
Kowalewski theorem of Ref. (7). Setting ar/JI ax3 = 0 every­
where we see that Eq. (2.8) reduces to 

- (r/J.II + (lIt)r/J./) + (2)Ar/J - (A 13)( r/J)3 = O. (2.10) 

The generalized Cauchy-Kowalewski (CK) theorem (de­
veloped first for nonlinear wave equations by Fusar08 and 
extended to systems of equations in Ref. 7) applies directly 
to this equation and shows that for any analytic function 
~(xa) defined on K there exists a solution r/J(t,xa) of Eq. 
(2.10) that is analytic and even in 1 and that has 
r/J(O,xa) = ~(xa). The evenness in t (hence analyticity in 
1 ' = t 2) follows from a straightforward inductive argument 
that shows that all odd 1 derivatives of r/J vanish at 1 = 0 for 
any analytic solution r/J. The fact every analytic solution has 
(ar/Jlat) 1/= 0 = 0 shows that this set of solutions has only 
half the free data expected for the general solution of Eq. 
(2.10). The reason for this is that the remaining solutions 
must "blow up" in some way as 1--+0 and thus fail to satisfy 
the analyticity demand made in applying the generalized CK 
theorem. 

Unfortunately, therefore, the extended CK theorem 
does not seem capable of determining the remaining solu­
tions ofEq. (2.10) directly. It is, however, adequate for at­
tacking this equation perturbatively, not only to first order, 
but in fact to all orders in a perturbation expansion. This 
follows from a straightforward application of the methods 
introduced in Ref. 1 for the much more intricate problem of 
higher-order perturbations of Einstein's equations. Here, 
however, we want to show that these same higher-order per­
turbation methods can be applied to Eq. (2.8) as well and 
yield the general solution of its perturbations to all orders. In 
this way, we go beyond the analysis of Ref. 1 by showing, at 
least for the nonlinear wave equation, that the higher-order 
perturbations technique (based on the generalized CK 
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theorem) is not limited to fields satisfying the invariance 
condition (e.g., ar/Jlax3 = 0) assumed previously. 

c. General solution of the linearized equation 

We begin by linearizing Eq. (2.8) about an analytic so­
lution r/J( l,xQ 

) of the type described in the previous section. 
Since both the space-time metric and the background solu­
tion are invariant relative to the Killing field a I ax3, it is clear 
that the coefficients in the linearized equation will be inde­
pendent ofthe fiber coordinate x3 and thus that we can con­
veniently Fourier analyze the perturbation in the x3 variable. 

The linearized equation for a first-order perturbation 
r/J(I) of the background solution r/J is 

- (r/J~/:) + (lit) r/J.(I I)) + (2) A r/J(I) 
+ (lIt 2 + B)r/JW - A (r/J)2r/J(1) 

-Nvar/Jt;l- (NIFg)(Fgvar/J~31».a =0. (2.11) 

An arbitrary real solution ofEq. (2.11) can be expanded as 
00 

r/J(I) = L h ~)(t,xa)ejmr' + C.c., (2.12) 
m=O 

where c.c. signifies "complex conjugate," and where the 
Fourier coefficient h~) (in general complex) satisfies 

h ~.!I + (llt)h ~.! + (m2112)h~) + m2Bh~) - (2)Ah~) 

+ im(Nvah ~.~ + (N IFg)(FgVah ~».a) 

(2.13 ) 

First consider the special case m = 0 for which Eq. 
(2.13) reduces to 

h (I) + (lIt)h (I) _ (2)Ah (I) + A (.I.)2h (I) = O. 
0.11 0.1 0 'f' 0 (2.14 ) 

The latter can be solved by the same methods introduced in 
Ref. 1. One begins by seeking solutions of the form 

h~I)=(lnt)all)+a~\) (2.15) 

for certain real analytic functions {all), a~ I)}(t,xa ). Substi­
tuting expression (2.15) into Eq. (2.14) and requiring that 
the coefficient of each of the two separately occurring pow­
ers of (In t) vanish independently leads to two equations for 
all) and a~ \). The generalized CK theorem is applicable to 
the first of these equations and shows that an analytic solu­
tion ap)(t,xa) is uniquely determined by arbitrarily speci­
fied analytic initial data ap)(xa

) = all)(O,xQ
) prescribed on 

K. A straightforward inductive argument shows that all) is 
even in t (henceanalyticint' = t 2). From these properties of 
all) it now follows that the second equation is also amenable 
to the generalized CK theorem and that the latter deter­
mines a unique analytic solution a~ I) (t,xa) from arbitrarily 
specified analytic initial data a~l)(xa) = a~\)(o,xa) pre­
scribed on K. 

That the two initial data functions all) (xa
) and a~ \) (xa

) 

are genuinely independent may be verified by evaluating the 
symplectic product of any pair of solutions of the above type. 
This calculation (which we shall include below as part of a 
more general result) shows that all) and a~ I) are essentially 
canonically conjugate variables in a Hamiltonian formula­
tion ofEq. (2.14). 
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Now, for m#O, we seek solutions ofEq. (2.13) of the 
form 

(2.16) 

for some (in general, complex) analytic functions 
{A~) ± (t,xa

)}. Substituting expression (2.16) into Eq. 
(2.13 ) and requiring that the coefficients of the two indepen­
dent factors, e ± im(ln I), vanish separately lead to the follow­
ing equations for A ~) ± : 

A (I) ± + (lit) (1 ± 2im)A (I) ± + m2BA (I) ± _ (2)KA, (I) ± 
m.tt m.l m m 

+im(NvaA~.~± + (N/n)(nVQA~)±),a) 
+A(",)2A~)±=0. (2.17) 

These equations are of the type covered by Fusaro's version 
of the extended CK theorem.8 A straightforward application 
of this theorem shows that analytic solutions {A ~) ± (t,~)} 
are uniquely determined by arbitrary analytic data, 
1 ~) ± (xa ) = A ~) ± (O,xa

) prescribed on K. Once again one 
proves inductively that all odd t derivatives of A ~) ± vanish 
at t = 0 and thus that the solutions;j, ~) ± (t,xa ) are analytic 
and even in t. 

We thus arrive at a formal solution of Eq. (2.11) ex­
pressible as 

",(I) = {(In t)a~1) + a~1) + mtl [eim(X' + In tl;j, ~) + 

+ eim(X' -In t);j,~) - ] + c.c.}, (2.18) 

where {aP),a~I),A.~) ± } (t,xa ) are all analytic and even in t 
and are all determined by their (analytic) initial values pre­
scribed on K at t = 0 (with ap) and a~1) real and l~) ±, in 
general, complex). 

To establish the generality of this solution, we shall 
evaluate the symplectic two-form w naturally associated 
with the linearized equation on an arbitrary pair of solutions 
ofthe type (2.18). Writing a Lagrangian for Eq. (2.11) and 
defining the momentum 1r~I), conjugate to VJo, in the usual 
way, one finds that 

1r~1) = (t /N)n",~I). (2.19) 

If h = (",(I), 1r~\) and hI = (",(I)', 1r~\)') represent an arbi­
trary pair of solutions then the symplectic two-form w, eval­
uated on hand h " takes the form 

(2.20) 

where l: is a (t = const) Cauchy hypersurface in the global­
ly hyperbolic region of the space-time. The quantity w( h,h ') 
is, in fact, hypersurface invariant (i.e., independent of the 
choice of l:) and thus has a well defined limit as t-O. One 
can evaluate this limit explicitly for any pair of solutions of 
the form (2. 18) . Defining real analytic functions 
{a';;, P,;; } (t,xQ

) via 

A ~>+ = a';; + iP,;;, ;j,~) - = a;;; + iP;;; , (2.21) 

so that 

",(I) = 2{ (In t)a~l) + a~\) + mtl [cos(m(x3 + In t»)a';; 
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+ cos (m(x3 
- In t))a;;; - sin(m(x3 + In t») 

Xp,;; - sin(m(x3 -In t»P;;;] }, (2.22) 

with a similar expression for 1r~I), one finds that 

limw(h,h') = {r 4 n[a~\)'a~\) -a~l)a\I)' 1-0 J~h N 
00 

+ L mea';; P';;' - a,;;'p,;; 
m= I 

+a;;;'p;;; -a;;;p;;;')]} 11=0' (2.23) 

It follows that the initial values of the Fourier coefficients 
fall naturally into canonically conjugate pairs, 

{(a~\),a~I»,( - a';; ,p,;; ),(a;;; ,P;;;)} 1,=0' 
and thus occur independently in the general expression 
(2.22), which, therefore, has the appropriate generality. 

Of course, convergence of the infinite series occurring in 
Eqs. (2.22) and (2.23) requires an additional restriction 
upon the Fourier coefficients, beyond satisfaction of the field 
equations. To sidestep such convergence questions here and 
in the following sections, we shall, for simplicity, consider 
only those solutions with finite Fourier series expansions 
(i.e., those for which A ~) ± vanish identically for sufficient­
ly large m). 

D. General solution of the higher-order perturbation 
equations 

Given a background ",(t,xQ
) of the type discussed pre­

viously and a solution ",0) (t,xQ ,x3) of the linearized equation 
one can proceed to search for solutions ",(2) of the second­
order perturbation equation. The equation for VJ2) may be 
obtained from that for ",(1) by replacing ",(1) by ",(2) in Eq. 
(2.11) and adding the "source" term, lA",( ",0)2, to the 
right-hand side of that equation. 

Using the form of the general solution for ",0) derived in 
the previous section we see that this source term takes the 
form 

lA",{ ",0)2 = (In t)2r + (In t)r + r 

+ i: {eim(X' + In 1)((1n t)r,;; + r,;;) 
m=1 

+ eim(x' -In 1)( (In t)r;;; + r;;;) + c.c.} 

+ i: {eikx' + i1(ln l)rk,1 + c.c.}, 
k.l= - 00 

(2.24) 

where the symbols r, r,;; , and r kl stand generically for certain 
functions of (t,xQ

) that are analytic and even in t. Since this 
notion of analyticity in (t,xQ

) and evenness in t will reoccur 
repeatedly in the following we shall use the shorthand 
expression "regular" to refer to functions having these prop­
erties. 

Furthermore, since we have confined our attention to 
first-order solutions VJo which have only a finite number of 
terms in their Fourier expansions, the series expansions in 
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Eq. (2.24) are actually finite as well (Le., the regular coeffi­
cients r;; and rk.l vanish for sufficiently large k, [, and m). 

The source thus consists of a (finite) series of terms of 
the form 

(2.25) 

for certain integers k, [, and m (with k>O) and certain regu­
lar coefficients rk•l•m (t,xa). In fact, as we shall see, the corre­
sponding source terms at higher order will all consist of (fi­
nite) sums of terms of the same type (provided we always 
restrict the homogeneous solution at each order to be one of 
the finite Fourier series type as we did for ifJ(I). Therefore, 
the main step in solving not only the second-order perturba­
tion equation but also the higher-order perturbation equa­
tions will be to solve the inhomogeneous wave equation: 

_ (ifJ~/·m + (l!t)ifJ~.l·m) + (2)3.ifJk.I,m 

+ ((1lt 2) + B)ifJ~~m -A(ifJ)2ifJk.l.m 

_ NVa.I,k.l.m _ (N I !crCg )( !crCgVa."k.l.m) o/,a3 ~- -g ~- -x ~.3 ,a 

= (1n t) keilx' + im(ln t) r . k,l.m (2.26) 

Since the homogeneous form of this equation is, of course, 
identical to that we solved for the first-order perturbation 
ifJ(I), it suffices to show how to find a particular solution of 
Eq. (2.26). 

We begin by seeking a solution of the form 

~.l.m = eilx' + im(ln t)y",I.m(t,xa), (2.27) 

which leads to the following equation for y".l.m: 

r:,/.m + [(1 + 2im)lt ]Y:,.I.m 

+ [(12 _ m2)lt 2]y".I.m _ (2)3.y".l,m 

+ (A( ifJ)2 + [2B )y".I.m + il [Nvar:,;l.m 

+ (N I !crCg )( !crCgva.J<.I.m) ] = - (1n t)kr . 'I/.g 'l/g r.a k.l.m 
(2.28) 

To solve Eq. (2.28) we follow the method of Ref. 1 and seek 
a solution of the form 

k 

y",I,m = L (1n t)P7];.I.m(t,xa), (2.29) 
p=o 

for some analytic functions {7];.l,m(t,xa)}. To simplify the 
notation in the following, we shall suppress the fixed indices 
and simply write 7]p (t,xa) for 7];,I.m(t,xa). 

We substitute expression (2.29) intoEq. (2.28) and de­
mand that the coefficient of each independently occurring 
power of In t vanish separately. This leads to a set of equa­
tions, one for each of the 7]p. For p = k we always get 

7]k,1t + [(1 +2im)lt]7]k,t + ((l2-m2)lt 2)7]k 

- (2)3.7]k + (A (ifJ)2 + f2B)7]k 

+ il [NV a7]k.a + (N l?g)( rgVa7]k).a ] 

+ rk •l•m =0. (2.30) 

If k> 1, we also get 

7]k-I,1t + [(1 +2im)lt]7]k_l.t + ((l2_ m 2)lt 2)7]k_t 

+ (2imklt 2)7]k + (2klt)7]k,t - (2)3.7]k_1 

+ (A (ifJ)2 + f2B )7]k _ I + if [NVa7]k_ 1.a 
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+ (N 1?g)(?gVa7]k_1 ).a] = 0, 

and, if k>2, we get, for eachp = k - 2, ... ,0, 

7]P.tt + [(1 + 2im)lt ]7]P., + ([2 - m2)lt 2)7]p 

(2.31 ) 

+ [2im(p+ 1)/t 2]7]P+I + [2(p+ l)/t]7]P+I.' 

+ [(p+2)(p+ 1)lt 2]7]p+2 

- (2)3.7]p + (A {ifJ)2 + [2B)7]p 

+ il [NVa7]p.a + {N Irg)(?gVa7]p).a] = O. 
(2.32) 

We first consider the case for which /2 = m2
• In this case 

each of Eqs. (2.30)-(2.32) reduces to an inhomogeneous 
generalization of the homogeneous equation (2.17). In par­
ticular, the inhomogeneity rk •l•m in Eq. (2.30) is regular by 
assumption so that Fusaro's version of the extended CK 
theorem applies to this equation and assures the existence of 
an analytic solution 7]k (t,xa) uniquely determined by arbi­
trarily prescribed, analytic initial data 1]k (xa) = 7]k (O,xa). 
A straightforward inductive argument shows as before that 
all odd t derivatives of 7] k vanish at t = 0 and thus that 7] k is 
"regular" (in the sense defined above). 

If k> 1 we proceed to Eq. (2.31) (still assuming, for the 
moment, that /2 = m 2

). If m = 0 then the inhomogeneous 
term in Eq. (2.31) is automatically regular [since 
(2k It)7]k., has that property for regular 7]k] so that we may 
solve, a /a Fusaro, for a regular 7]k _ I which is uniquely 
determined by arbitrarily prescribed analytic, initial data 
1]k- I (xa) = 7]k _ I (O,xa). If m #0 then we render the inho­
mogeneous term regular by retroactively demanding that 
the (heretofore arbitrary) initial data for 7]k vanish [Le., by 
demanding that 1]k (xa) = 0.] We then get, as before, a regu­
lar solution 7] k _ I ofEq. (2.31) uniquely determined by arbi­
trarily prescribed analytic initial data 1]k _ I (xa

) 

= 7]k-1 (O,xa
). 

Now, if k>2 (still assuming that /2 = m 2
), we proceed 

to Eqs. (2.32). If m = 0, we can solve these in the reverse 
sequence p = k - 2, ... ,0 by (retroactively) imposing the 
conditions 

7] k I, = 0 = 0 (to solve for 7] k - 2 ), 

7]21,=0 =0 (to solve for 7]0)' 

In each case the imposed condition renders the correspond­
ing inhomogeneous term regular and allows one to obtain a 
regular solution 7]p (t,xa) through application of the ex­
tended CK theorem. If m#O, we have already set 
7] kit = 0 = 0 but, to render the source term in the 7] k _ 2 equa­
tion regular, we must also (retroactively) impose the condi­
tion 7] k _ I I, = 0 = 0 as well. This permits us to apply the 
extended CK theorem and obtain a regular solution 7] k _ 2' 

Proceeding in this way we find that regular solutions for 
each of the 7]p withp = k - 2, ... ,0 maybe obtained using the 
extended CK theorem provided that we restrict the (other­
wise arbitrary) initial data by the conditions (for m#O) 

7]kl,=o =7]k-II,=o = ... =7]11,=0 =0. 

To summarize the results for /2 = m2 we have found that 
Eqs. (2.30)-{2.32) can always be solved for regular 
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1] p (t,xa
) provided we impose the following restrictions upon 

the (otherwise undetermined) initial data: 

and 

1]k 11=0 =1]k-lll=o = ... =1]211=0 =0, 

ifm = 0 (and /2 = m 2
), 

1] k II = 0 = 1] k - 1 I I - 0 == ... = 1] 1 II = 0 = 0, 

ifm#O (and /2 = m 2). 

(2.33 ) 

(2.34) 

Thus, only 1]111 = 0 and 1]0 11= 0 remain arbitrary for the case 
m = 0 whereas only 1]0 II = 0 remains arbitrary for the cases 
m#O. The same pattern holds for k = 1 and k = 0, i.e., if 
k = 1 and m = 0 then 1]111= 0 and 1]011 = 0 remain arbitrary, 
if k = 1 and m # 0 then only 1]0 II = 0 remains arbitrary and if 
k = 0 then 1]011 = 0 is always arbitrary. 

We now return to Eqs. (2.30)-(2.32) and consider the 
remaining cases-those for which /2#m2. We begin by at­
tempting to solve Eq. (2.30) for an analtyic solution 1]k' 

Strictly speaking, Fusaro's version of the extended CK 
theorem does not apply to this equation because of the pres­
ence of the additional singular term, ((/2 - m2 )/t 2) 1] k' Nev­
ertheless, Fusaro's argument (which involves comparison of 
a formal series solution with the convergent series solution of 
an associated nonsingular problem) works equally well, 
with only obvious modifications, for equations of the type 
(2.30). Indeed, the inclusion of the term ((/2 - m 2)/t 2)1]k 

modifies the singularity structure of the wave operator so 
that it has the more general form of an operator with "regu­
lar singular point" in the t variable-a form familiar in the 
study of second-order ordinary differential equations. This is 
a natural generalization of the "Euler-Poisson-Darboux" 
type singularity considered by Fusaro and it is not surprising 
that the same methods of analysis apply equally well to it. 

This slight further extension of the Cauchy-Kowa­
lewski theorem (which we shall continue to refer to as the 
extended CK theorem) shows that the formal power series 
solution ofEq. (2.30) does indeed converge to yield an ana­
lytic solution 1]k (l,xa) on some neighborhood of the surface 
t = O. In this case, however, the two singular terms in the 
equation force both 1] k II = 0 and (a1] k / at) II = 0 to vanish 
identically and a straightforward inductive argument shows, 
as before, that all odd t derivatives of 1]k vanish at t = O. 
Thus Eq. (2.30) always admits an analytic solution that, 
moreover, is regular (i.e., analytic and even in t) and that 
automatically satisfies 1] k II = 0 = (a1] k / at) II = 0 = O. Thus 
(when /2#m2) there is no free data in the analytic solution 
ofEq. (2.30), which, therefore, would vanish identically in 
the absence of the inhomogeneous term rk,l,m' 

If k~ I we proceed to Eq. (2.31), which, by virtue of the 
aforementioned properties of 1] k' has exactly the same form 
as Eq. (2.30) [with (2imk It 2)1]k + (2k /t)1]k.1 playing the 
role of the regular inhomogeneity]. Thus the extended CK 
theorem applies to this equation and yields a unique regular 
solution that automatically satisfies 

a1]k-1 1 1] k _ I II = 0 = --- = O. 
at 1=0 

If k~2 we proceed to Eqs. (2.32) and treat these in the 
reverse sequence p = k - 2, ... ,0. It is clear that each of these 
equations will be identical in form to Eq. (2.30) with a regu-
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lar inhomogeneity provided by the terms 

2im(p + 1) 2(p + 1) 
t2 1]p+ 1 + t 1]p+ 1,1 

+ (p + 2)(p + 1) 
t 2 1]p+2' 

The regularity of these (apparently singular) terms follows, 
for each p, from the fact that 1] p + I and 1] p + 2 have already 
been shown, by a preceding step in the argument, to be regu­
lar and to satisfy 

I a1]p+ll 
1]p+ 1 1=0 = -a--

t 1=0 

= 1] p + 2 I 1=0 = J1] p + 21 = O. 
at 1=0 

Thus for each p one proceeds as before to obtain a unique 
regular solution 1]p (l,xa

) that, moreover, automatically sat­
isfies 

1]pl,=o = a1]p 1 =0. 
at 1=0 

To summarize the results for /2 # m 2 we have found that 
Eqs. (2.30)-(2.32) can always be solved for regular 
1]p (t,xa

) but, in contrast to the previous case for which 
/2 = m 2

, the regular solution is unique and each 1] p satisfies, 
for eachp = k, k - 1, ... ,0, 

1]p 11=0 = aa1]p 1 = 0 (F#m2). 
t 1=0 

(2.35) 

We have thus found that Eq. (2.26) can always be 
solved by a particular solution of the form 

k 
1/Ik,I,m = eib., + im(1n t) L (In t)P 1];,I,m (f,xa ), (2.36) 

p=o 

where each of the {1]~,I,m(t,xa)} is analytic and even in t. 

Furthermore, since the linear operator on the left-hand side 
of Eq. (2.26) is purely real, it follows that (1/Ik,l,m + c.c.) 
satisfies the corresponding real equation obtained from 
(2.26) by replacing the source term Sk,l,m on the right-hand 
side by the real source (Sk,/,m + c.c.). Thus the general solu­
tion of the second-order perturbation equation can always be 
written as a finite series (under the simplifying assumption 
introduced previously) of terms of the form (~./,m + c,c.) 
superimposed with the general solution of the homogeneous 
equation [c.f. Eq. (2.18)]. 

Under the same simplifying assumption (of restricting 
the Fourier series in the homogeneous solution to a finite 
series) one thus finds that an arbitrary solution of the sec­
ond-order perturbation equation has the form of a finite sum 
ofterms of the form 

Xp,l,m = eilx-' + im(ln I) (In t)P if,l,m(t,xa ) + c.c., 

where if,l,m(t,xa
) is analytic and even in t, From this it fol­

lows that the source term in the third-order perturbation 
equation [given by 2A(1/I(1)3 + 6A1/I(l)1/I(21] takes the same 
form as that of the source encountered in the second-order 
equation-a finite sum of terms of the type S k,l,m [c,r. Eq. 
(2.25)]. Consequently the same methods used to solve the 
second-order equation apply equally well to the third-order 
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equation whose general solution thus consists of a series of 
terms of the same type as Xp,l·m. 

This pattern clearly continues inductively to arbitrarily 
high order in perturbation theory. The source at each order 
arises from finite sums of products of functions of the type 
Xp

•
l
.
m and therefore always takes the form of a series of terms 

of the type Sk.l.m' Thus the pattern always continues to the 
succeeding order. The artifical restriction that each homoge­
neous solution only contain a finite set of Fourier modes 
could surely be replaced by a weaker condition permitting 
infinite Fourier series solutions but we shall not try to deal 
with the associated convergence questions here. 

III. SUMMATION OF LEADING-ORDER TERMS IN THE 
PERTURBATION SERIES AND CLASSIFICATION OF 
THE ASYMPTOTIC SOLUTIONS 

A closer inspection of the arguments of the previous 
section reveals a remarkable simplicity in the asymptotic 
form of the general solution of the nth-order perturbation 
equations and thus strongly suggests (without, however, ri­
gorously proving) a corresponding simplicity in the asymp­
totic form of the general solution of the nonlinear wave equa­
tion. This asymptotic form in tum suggests a natural 
classification of the solutions in terms of "Lagrangian sub­
manifolds" of an associated phase space for the wave equa­
tion. 

To see how this arises, let us return to the analysis of 
Eqs. (2.30)-(2.32) and first consider the case for which 
/2#m 2

• Since the source term r k•l•m inEq. (2.30) is regular, it 
has an expansion of the form 

rUm =Pk.l.m(Xa)t 2q - 2 + 0(t2
q
), (3.1) 

for some integer q> 1 and some analytic functionpk.l.m (xQ). 

The recurrence relation for Eq. (2.30) then leads to an 
expression for 11k of the form 

11k = Ck,l.m (xa)t 2q + Oct 2q+ 2), 

where 

(3.2) 

Ck.l.m (x
a) = - Pk.l,m (xa)/[2q(2q + 2im) + /2 _ m 2]. 

(3.3 ) 

Now, if k> 1, then 11k provides a source term in Eq. (2.31) 
for 11k _ 1 of the form 

(2imk It 2)r/k + (2k It) 11k,1 

(3.4 ) 

and thus leads to a solution for 11k _ 1 of the form 

- 2k(2q + im)CkI 11 k _ 1 = -----'-----;:-'-' .:..,.m--:::-_ t 2q + Oct 2q + 2) 
[2q(2q + 2im) + /2 _ m 2] 

2k(2q+im)Pk,l.m t 2q +0(t2q +2). 

[2q(2q + 2im) + /2 - m 2f 
(3.5 ) 

If k>2, then one continues with the solution of Eqs. 
(2.32) for eachp = k - 2, ... ,0. However, it is clear that, for 
each p, the functions 11 p + 1 and 11 p + 2 will provide a source 
term of precisely the same type, i.e., 
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2im(p+ 1)"., + 2(p+ 1) ""p+I.1 
t 2 'Ip + 1 t'l 

+ (p+2)(p+ 1) 11 
t 2 p+ 2 

where 8ic,l,m (xa) is a uniquely determined, constant mUltiple 
of the original source function Pk.l.m (xa). Thus, for each 
p = k - 2, ... ,0, one gets a solution of the form 

M (xa
) 

11p = - k.l.m t 2q + 0(t2q+2), 
[2q(2q + 2im) + /2 _ m 2] 

(3.7) 

for fixed q> 1, where each 8ic.I,m (xQ) is a given constant mul­
tiple of Pk,l.m (xa). 

The situation for /2 = m 2 is similar except that now, if 
m #0, then one is free to choose 110 I, = 0 arbitrarily, and, if 
m = 0, then one is free to choose 11 1 I, = 0 and 110 I, = 0 arbi­
trarily. This latter freedom merely reflects the freedom to 
add an arbitrary solution of the linearized equation to any 
particular solution of the (inhomogeneous) nth-order per­
turbation equation. The simplest choice for such a particular 
solution clearly results from imposing the additional restric­
tions (for /2 = m2

) 

1111,=0 =1101,=0 =0, if m=O, 

1101,=0 =0, if m#O. (3.8) 

This choice renders the particular solution unique and ex­
pressible in the same form as the solution obtained above for 
/2#m2. In other words, ifrk.l.m is written as in Eq. (3.1) then 
each of the 11 P' for p = k, k - 1,.,.,0, has an expression of the 
form 

"., =CP (XQ)t2q+0(t2q+2) 'Ip k,l.m , (3.9) 

where C ~,I,m (xQ) is a uniquely determined, constant multi­
ple ofPk.l,m (x

a
). 

Furthermore, at each order of perturbation theory, the 
collection of leading-order coefficients in the source terms 
[i.e., the collection of functions Pk,l.m (xQ) defined at that 
order] are determined by purely algebraic operations (mul­
tiplication, addition, and multiplication by regular "back­
ground" functions) from the leading-order coefficients in 
the lower-order perturbations. These latter consist of the 
leading-order terms from the particular solutions described 
above together with the leading-order (and arbitrarily spec­
ifiable) terms from the general solution of the associated 
homogeneous equation [given in Eq. (2.18)]. 

The key point is that all of these leading-order terms are 
determined by purely algebraic operations from the free data 
introduced at each order in the form of the arbitrarily speci­
fied analytic functions 

{ap>,a~/),A ~l+ ,A ~I) -} 1,=0 [cf. Eq. (2.18)], 

which determine an arbitrary solution of the homogeneous 
perturbation equation. In fact, it is not hard to show that 
these leading-order terms are, to all orders in perturbation 
theory, precisely the same as those we would obtain by an 
analogous perturbative solution of the "truncated nonlinear 
wave equation," 
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( 1) 1 A .1. 3 
- t/J,tt + t t/J,I + (2 t/J,33 = 3(Y') , (3.10) 

provided we choose the free data at each order in the same 
way for the two problems. 

The truncated equation can also be written in the form 

- t/J,TT + t/J,33 = e- 2T(A 13)(t/J)3, (3.11) 

where 7 = - In t, and in which A is analytic in the variables 
x a and t 2 = e - 2T. This is a simple (1 + 1 )-dimensional non­
linear wave equation defined on each of the "sheets" 
{xa = const} with the additional feature that the coefficient 
of the nonlinearity decays exponentially as 7-+ 00 (i.e., 
t -+0+). Thus, at least as judged by the leading-order terms 
in their perturbation expansions, the solutions of the original 
nonlinear wave equation and the truncated nonlinear wave 
equation have the same asymptotic behavior as 7-+ 00 (i.e., 
as one approaches the Cauchy horizon of the background 
space-time) . 

To proceed further with the study of this asymptotic 
behavior, it is convenient to impose a restriction upon the 
free data that one can introduce at each order of perturba­
tion theory in the form of an arbitrary solution of the linear­
ized equation. This "embarassment of riches" of free data 
corresponds, of course, to the fact that the perturbation se­
ries allows one, in principle, to express an arbitrary (analyt­
ic) curve of exact solutions of the nonlinear wave equation 
that passes through the background solution. Insofar as we 
are only interested in arbitrary solutions, as opposed to 
curves of solutions, we can, without any real loss of genera­
lity, simply tum off all the free data at every order of pertur­
bation theory beyond the first. In other words, at first order 
we take the general solution given by Eq. (2.18) but at each 
successive order we take the unique particular solution of the 
corresponding inhomogeneous equation defined by the pre­
scription outlined above and refrain from adding any non­
vanishing solution of the homogeneous equation to these 
particular solutions. 

This choice has the virtue of uniquely parametrizing the 
full perturbative solution in terms of the free data introduced 
at first order. Recalling the aforementioned results on the 
form of the particular solutions of the higher-order perturba­
tion equations, one now finds that the full perturbation series 

t/J(XIL;E) = ¢(t,xa) + :f E~ t/J(n)(xIL ) (3.12) 
n= 1 n. 

takes the form (upon evaluation at E = 1) 

t/J(XIL) = ¢(t,xa) + t/J(I)(xIL ) + t2Lm~_ 00 P~O eilx'+imOnt) 

XIt;m(t,xa)(ln t)p + c.c.}. (3.13) 

Here, each of the ~;m(t,xa)} is, at least formally, express­
ible as a series in positive powers of t 2 with coefficients 
uniquely determined by the data chosen for the arbitrary 
solution of the linearized equation, t/J(I)(xIL). A variation of 
this solution is therefore generated by varying the free data 
in tfJ° and computing the uniquely determined variations in 
the It;m (t,xa). Thus such a variation has the form 
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IN = 8tfJ°(xIL) + t 2L.m ~_ 00 P~O eilx' + im(\n I) 

X81t;m(t,xa)(ln t)P + c.c.}. (3.14 ) 

We want to compute the symplectic product of an arbi­
trary pair of perturbations of the perturbative solution 
t/J(XIL) given in Eq. (3.13). The momentum conjugate to t/Jis 

1T", = (t IN) Fit/J" (3.15) 

and the symplectic product of any pair of perturbations 
h = (8t/J,81T ",) and h' = (8t/J',81T',p) of a solution (t/J,1T ",) is 
given by 

n(h,h') = L (81T",8t/J' - 81T',p8t/J)d 3x. (3.16) 

One can evaluate this, at least formally, in the limit as t -+ 0 by 
assuming the validity of a term by term computation of the 
limits occurring in the infinite series expressions. The main 
point is that, because of the extra factors of t 2 multiplying the 
higher-order terms in 8t/J and 8t/J' [cf. Eq. (3.14)], none of 
the terms involving the {81t;m} or the {81t;mJ make a contri­
bution to the limit. Ifwe parametrize the linearized solution 
tfJ° in Eq. (3.13) as in Eq. (2.22) and designate the variation 
of its parameters defining 8t/J(I) and 8t/J(I)' by 

{8a\I),8ab l),8a,; ,8{3,;} and {8a\\)',8abl)',8a,; ',8{3,;'} 
then we get 

limn(h,h') = {j 4FiNg[8abl)'8a\l) -8abl)8a\I), 
1_0 Jl:.

h 

00 

+ L m(8a~ 8{3 ~' - 8a~ '8{3 ~ 
m=1 

+ 8a;; '8{3;; - 8a;; 8{3;;'>]} 1/=0' 

(3.17) 

which closely resembles Eq. (2.23). Now, however, hand h' 
represent perturbations of the solution t/J(xIL), not the origi­
nal background solution t/J( t,xO 

). 

The data determining an arbitrary formal solution 
t/J(xIL) [cf. Eq. (3.13)] are, of course, just the "initial values" 
(fixed at t = 0) of the functions {a\ \), abl), a';, {3 ,;} that 
determine the first-order perturbation t/J(I) and, according to 
our prescription, all the higher-order perturbations as well. 
Thus we may regard the initial values of these functions as 
parametrizing an "asymptotic phase space" for the nonlin­
ear wave equation. These initial data fall naturally into can­
onically conjugate pairs as one sees from Eq. (3.17). Sup­
pose, for any particular solution t/J(xIL), we consider the 
corresponding affine subspace of the asymptotic phase space 
defined by holding 

(a\l)l/=o,(a~ -a;;)I/=o,({3~ -{3;;)1/=0) 

fixed while allowing the complementary data 

(abl) I/=o,(a~ + a;;) I 1=0,({3 ~ + {3;;) 1/=0) 

to vary arbitrarily. Any pair of perturbations hand h' of 
t/J(xIL) that lie in this subspace will therefore have data satis­
fying 
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t5a~l) I 1=0 = t5a~l), I 1=0 = 0, 

(t5a;:; - t5a;;) 11=0 = 0 = (t5a;:;' - t5a;;') 11=0, 

(3.18 ) 

(t5{3;:; - t5{3;;) 11=0 = 0 = (t5{3;:;' - t5{3;;') 11=0' 

and thus yield lim fl(h,h ') = 0 when substituted into Eq. 
1-0 

(3.17). Thus every such subspace is "isotopic" relative to 
the symplectic form n and has, roughly speaking, half the 
dimension of the full asymptotic phase space. A complemen­
tary isotopic subspace can readily be defined through tf;(xf') 
by exchanging the roles of those data held fixed and those 
allowed to vary freely. 

Each such isotopic subspace is, therefore, at least at this 
formal level, a "Lagrangian submanifold" of the asymptotic 
phase space. The relative asymptotic behavior of any pair of 
solutions tf; and ~ lying in such a Lagrangian subspace may 
be found by subtracting the two expressions of the form 
( 3.13 ), dropping all the terms that tend to zero as t -+ 0, and 
imposing the conditions (3.18) upon the variations of the 
various parameters from their background values. The re­
sult is 

tf; - ~-f(xO) + g(x3 - In t,XO) + g(x3 + In t,XO). 

( 3.19) 

The divergent term in In t has canceled and the "right and 
left moving waves" in each "sheet," XO = const, have the 
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same shape by virtue of the conditions imposed from Eq. 
(3.18). 
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The degree to which the phase space of a closed bosonic string carries a representation of the 
two-dimensional diffeomorphism group Diff(M) is investigated. In particular, homomorphic 
mappings from the associated Lie algebra diff(M) into the Poisson algebra off unctions on 
three natural phase spaces associated with the string are constructed. Two of these spaces are 
extended phase spaces based on the conformal and harmonic gauges, respectively. The third 
space is essentially the original phase space; the homomorphism in this case relies on the 
validity of the light-cone gauge. Homomorphisms from diff(M) into the extended phase spaces 
of the Batalin-Fradkin-Vilkovisky formalism are also constructed. While the methods used to 
represent diff(M) cannot be extended to represent all of Diff(M), the phase spaces do carry a 
representation of the subgroup of conformal isometries. It is argued that this subgroup is 
sufficiently large to serve as the dynamical group for the string. The implications of this work 
for a true Dirac quantization of the string via operator representations of diff(M) are 
discussed. 

I. INTRODUCTION 

It is well known that the presence of an infinite-dimen­
sional invariance group for a dynamical system manifests 
itself through the appearance of constraints in the Hamil­
tonian formalism.) For gauge theory, the constraint func­
tions are linear in the canonical momenta and serve as como­
ments for the action of the gauge group on the phase space, 
that is, the Poisson algebra of the constraint functions is a 
homomorphic image of the Lie algebra of the gauge group. 
When the invariance group is the diffeomorphism group 
Diff(M) for the underlying space-time arena M, one finds a 
Hamiltonian constraint quadratic in momenta and, for field 
theories, a momentum constraint linear in momenta. In this 
case, the relationship between the constraint functions and 
the invariance group is more obscure. Indeed, if one com­
putes the Poisson brackets between the constraint functions, 
one does not find the Lie algebra diff(M) of the diffeomor­
phism group, but rather the open algebra of hypersurface 
deformations (see, e.g., the first reference in Ref. 1). The 
hypersurfaces being deformed are the Cauchy surfaces on 
which the canonical variables are defined. Therefore, insofar 
as the role of the diffeomorphism group is concerned, the 
canonical treatment of the classical and quantum dynamics 
of generally covariant systems is quite different from other 
"manifestly covariant" formulations. It is usually main­
tained that the loss of covariance is an unavoidable by-prod­
uct of any canonical formalism. However, as emphasized by 
Kuchar and Isham,2 space-time covariance is not so much 
lost as it appears in a different guise. This is well illustrated 
by the canonical formulation of ordinary Minkowski space 
field theory: There, manifest Poincare invariance is lost in 
the usual sense; nevertheless, the phase space does carry a 

a) Present address: Space Research Institute, Florida Institute of Technolo­
gy, Melbourne, FL 32901. 

representation of the Poincare group via the energy- and 
angular-momentum tensors. This is, of course, how one 
knows the canonical formulation is Poincare covariant. 

In Ref. 2 it was shown how a similar game can be played 
with Diff( M). The key observation made in Ref. 2 is that the 
needed link between intrinsically space-time quantities, i.e., 
diffeomorphisms and canonically defined quantities, i.e., 
constraints, is given by the embeddings that implant the 
Cauchy surfaces into the space-time. By explicitly incorpor­
ating the embeddings into the phase space, one links the ac­
tion of space-time diffeomorphisms with the corresponding 
hypersurface deformations. More specifically, given 
VEdiff(M), one finds the corresponding phase space func­
tion, the "diffeomorphism Hamiltonian" H(jl), by compos­
ing a pair of Lie algebra antihomomorphisms. The first anti­
homomorphism is the familiar map from diff(M) into the 
commutator algebra of (complete) vector fields on M. The 
vector field V corresponding to Vis then restricted to a given 
embedding and one uses the resulting functional of the em­
beddings as a smearing field for an appropriate combination 
of the embedding momenta and the Hamiltonian and mo­
mentum constraint functions. This map from the commuta­
tor algebra of vector fields into the Poisson bracket algebra 
of phase space functions is another antihomomorphism. The 
net effect is a homomorphism from diff(M) into the phase 

space Poisson bracket algebra V --+ V --+ H (n. In Ref. 2 this 
technique was utilized to represent diff(M) on the phase 
space of a parametrized scalar field and on an extended 
phase space for general relatively obtained by using Gaus­
sian coordinate conditions. 

In this paper we will investigate the above ideas in the 
context of the Hamiltonian formulation of a closed bosonic 
string. Our reason for studying this relatively simple system 
comes in two parts. First, as is well known, the string pro­
vides the most promising (or at least the most popular) 
framework for unifying all fundamental forces, including 
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gravity, in a quantum mechanical setting. One of the central 
features of string theory is the important role that world 
sheet symmetries of the first-quantized formalism play in 
defining the properties of the second-quantized field theore­
tic formalism. Now, while lip service is usually paid to the 
world sheet diffeomorphism group, the constraint algebra 
for the string is actually the Lie algebra conf(M,g) of the 
group Conf(M,g) of conformal isometries of the metric g on 
M, where M is the manifold which is embedded as a world 
sheet in Minkowski space. It is this symmetry group that has 
played the main role in the canonically quantized theory. 
Thus to date, the role (if any) of the full two-dimensional 
diffeomorphism group [of which Conf(M,g) is a subgroup] 
has remained obscure in the canonical approach to string 
quantum mechanics and string field theory. From the point 
of view of the Polyakov formalism,3,4 the role of Diff(M) is 
more pronounced. For example, the origin of the critical 
dimension can be seen as a consequence of one's inability to 
define a functional integration measure which is simulta­
neously diffeomorphism and Weyl invariant. A direct trans­
lation of the results of the Polyakov formalism into the ver­
nacular of the canonically quantized string is not available. 
By making the canonical role of Diff(M) explicit, one 
should, to some degree, be able to unify the canonical and 
covariant (Polyakov) quantization schemes. 

Our second purpose for studying the string de-empha­
sizes its role as providing a "theory of everything" and in­
stead stresses the role of the string as a simple paradigm for 
studying the quantization of more conventional theories of 
gravity. The string, like gravity, is a generally covariant sys­
tem with Hamiltonian and momentum constraints. Unlike 
gravity, the string is sufficiently simple such that one can 
study the canonical quantization process in some detail. By 
studying the quantum mechanical status of Diff(M) in this 
simple setting, we hope to shed light on corresponding issues 
in quantum gravity.2 For example, one can investigate the 
effect of operator-ordering difficulties and/or anomalies on 
quantum mechanical covariance within the framework of 
canonical quantization. A preliminary examination of this 
particular question is given in Ref. 5. 

This paper is meant to serve primarily as performing the 
necessary classical groundwork for studying the above quan­
tum mechanical issues. Our goal will be to study several 
ways in which one can naturally incorporate diff(M) into 
the Hamiltonian formulation of the closed string. With 
proper attention to boundary conditions, the results ob­
tained can be easily translated into the open string frame­
work. 

We organize the paper as follows. Section II is mainly 
devoted to preliminaries and is divided into two parts. Sec­
tion II A summarizes the Hamiltonian formulation of para­
metrized harmonic maps from a cylindrical space-time into 
a (possibly curved) target manifold. The way we represent 
diff(M) and conf(M,g) here is to serve as the model for all 
the work to follow. Section II B contains a sketch of the 
relevant aspects of the canonical formulation of the closed 
bosonic string. In Sec. III we utilize the techniques of Ref. 2 
to represent diff(M) on extended phase spaces associated 
with the conformal and harmonic gauges. In Sec. IV we 
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show that one can go quite a long way toward extracting the 
embeddings and their conjugate momenta directly from the 
usual string phase space of Sec. II. In contrast to Sec. III (or 
Ref. 2), no gauge fixing is needed here, although for techni­
cal reasons, it is convenient to extend slightly the conven­
tional string phase space. With an eye on quantization, in 
Sec. V and we construct BRST (Becchi-Rouet-Stora-Tyu­
tin) invariant extensions of the diff(M) representatives ob­
tained in Secs. III and IV. In Sec. VI we comment on the 
distinguished role of the group Conf(M,g) of conformal iso­
metries as both symmetry and bona fide dynamical groups. 
We discuss the results obtained and the corresponding impli­
cations for their quantum mechanical counterparts in Sec. 
VII. We have provided three appendices. Appendix A sum­
marizes some rudimentary features of the two-dimensional 
conformal group. Needed results from the BRST formalism 
are given in Appendix B. Finally, we summarize our nota­
tion and conventions in Appendix C. 

II. PRELIMINARIES 

A. Parametrized scalar fields on the cylinder 

We consider a set of massless scalar fields q;A 
(A = l, ... ,d) propagating on a globally hyperbolic cylindri­
cal space-time (M,g) , whereM = R XS' and gab is a fixed, 
externally prescribed metric of Lorentzian signature. The 
action functional describing the fields is taken to be 

S[q;] = -~ r ~ _g~bGABVaq;AVbq;B. (2.1) 
2 JM 

In (2.1) we have introduced a "target space" metric GAB 
which is a nondegenerate ultralocal function of the scalar 
fields. The stationary points of S[ q;] correspond to harmon­
ic maps q;A:M -+ M d, where Md is a d-dimensional target 
space 

8:SA =~ -g~b(Va(GABVbq;B) -~GBD.AVaq;~bq;D) 

= 0 (2.2) 

subject to the boundary conditions that the fields are fixed at 
some initial and final times. 

The action can be cast into Hamiltonian form by intro­
ducing a foliation 

X:R xS'-+M. (2.3) 

The foliation is a one-parameter (denoted r) family of em­
beddings of a circle into M. Since the space-time is globally 
hyberbolic, the map (2.3) will be taken to be a diffeomor­
phism. In terms oflocal coordinates xa and 0E[O,21T] on M 
and S 1, respectively, the foliation is described by specifying 
the coordinate location of the embedded circles: 

(2.4 ) 

The embedded circles are to serve as Cauchy surfaces 
for M and hence are spacelike with respect to gab' This means 
that the metric r induced in each leaf Xr of the foliation 

r=X~g 

or 
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(2.5) 

is positive definite (Xa,1 = axa/au). Alternatively, at each 
embedding there exists a unique timelike normal covector 
na defined via 

X~na =0, 

g"Pnanp = - 1, 

(2.6) 

(2.7) 

where na = g"Pnp is future directed. Through (2.6) and 
(2.7) na is defined as a fixed functional of the embeddings. 

Expression (2.4) can be viewed as providing a coordi­
nate transformation between x a and ~ = (1',u). The one­
parameter set of embedded circles then arises as the level 
surfaces l' = const. Neighboring embeddings, labeled by l' 
and l' + 81', are connected by the deformation vector 

(2.8) 

We decompose N a into its components parallel and perpen­
dicular to the embedding: 

Na = N1na + NIX~, 
where 

(2.9) 

N 1= -naNa, (2.10) 

N ' =X~Na, (2.11a) 

X~: = gaprllX~. (2.11b) 

In standard terminology N 1 is known as the lapse function 
and N 1 is known as the shift vector. Any tensor field on M 
may be restricted to a given embedding and likewise decom­
posed into tangential and normal pieces. In particular, Va rp A 

andgab may be decomposed and pulled back to R X S I, yield­
ing the hypersurface form of the action: 

+ mAN 1)( _ m B + m B N I) _ rllm A m B ]. T ,I T T,I T ,I T ,I 

(2,12) 

The momenta 1T A conjugate to rpA are easily obtained, from 
which we can pass to the Hamiltonian form of the action: 

S[rp,1T] = f (1TA¢A_Nlhl-Nlhl)' (2.13) 
JR xs l 

where 

h - r- '/2h - r-1/2(IG AB1T 1T + IG mA m B ) 1 - - '2 A B '2 ABT ,I T ,1 , 

(2.14 ) 

hi = 1TArpA,I' (2.15) 

The functional S[ rp,1T] is to be varied with respect to rp A 
and 1T A with N 1, N I, and r treated as fixed external func­
tions. We will gain some simplicity in what follows if we 
rescale the lapse function to be a scalar density of weight 
minus 1 (equivalent to a vector in this one-dimensional 
case): 

N: = r-1/2Nl. 

The action then takes the form 

1771 

S[rp,1T] = f (1TA¢A_Nh-N lhl ), 
JR xS' 
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(2.16 ) 

(2,17) 

where h is a scalar density of weight 2. The energy and mo­
mentum densities (h,h I) are independent of the metric in­
duced on the embedding. All foliation and metric depen­
dence is concentrated in Nand N I. 

A significant feature of the lapse density and shift vector 
is that they are "Weyl invariant," i.e., invariant under con­
formal rescalings of the metric gab' This can be seen from 
(2.5), (2.7), (2.11), and (2.16). If we perform a conformal 
rescaling 

gab = e2,"(X)gab' 

then 

Hence 

'N 1 = -r"g- xP N a = N ' ap,1 , 

'N = y- 1/2'N 1 = [e2Wr] -1/2[eWN1] = N. 

This, of course, is just a reflection of the fact that only the 

Weyl invariant combination ~ - g~b enters the action 
(2.1). 

The Hamiltonian 

H= f (Nh+N'h , ) 
Js' 

(2.18 ) 

generates the dynamical flow in the phase space r 0' which is 
the cotangent bundle (with the usual L 2 dual) over the space 
of smooth maps from the circle into 
Md:ro= T*C""(SI,M d). The variables (rpA,1TB) consti­
tute a canonical chart on r 0' with their only non vanishing 
Poisson brackets being 

(2.19) 

The parametrization process, to be described shortly, 
allows us to represent the Lie algebra diff(M) on an ex­
tended version of r o' However, first we will indicate why r 0 

alone cannot carry a natural representation of diff(M). To 
do this it is somewhat more efficient to look at the space of 
solutions Y of (2.2) rather than r 0 directly. Since the 
Cauchy problem for (2.2) is well posed, we know that every 
point in r 0 uniquely determines a point in Y. 

Given a solution rp A to (2.2), the natural action of 
Diff(M) is by pullback (this is the right action). Thus if 
¢EDiff(M), the induced action on Y is given by 

7p A: = ¢*rp A = rp Ao¢. (2.20) 

Near the identity diffeomorphism, if A and rp A differ by the 
Lie derivative along the vector field va which generates ¢: 

(2.21) 

A straightforward computation shows that 7p AEY if and 
only if 

Va(cab(nGABVbrpB) - !Cab(nGBD,A Varp ~brpD = 0, 

where 

(2.22) 

For an arbitrary vector field, (2.22) does not vanish, so that 
there is no (natural) action of Diff(M) on Y and hence no 
action on r o' Note that the vanishing of cab is the require­
ment that va be a conformal Killing vector. Hence we can 
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represent on Y the subalgebra conf{M,g) of conformal iso­
metries. This, of course, is just a reflection of the fact that 
Conf{M,g) is a symmetry group for this Weyl invariant field 
theory. Moreover, any solution of the conformal Killing 
equation is completely determined by its restriction to a 
Cauchy surface (see Appendix A). We therefore expect to 
be able to realize conf(M,g) on r o' This can be done as fol­
lows. 

Let va denote a conformal Killing vector, thus satisfying 

Cab (V) = 0; (2.23) 

in the coordinate chart xa its components are the local func­
tions va on M: 

va = va(dXa)a' 

Using the embedding X a (u) we can pull these two functions 
back to the circle: 

(2.24) 

It is straightforward to verify that the map from conf(M,g) 
into Coo (r o,R) given by 

v --. V --. h (v), 

with 

(2.25) 

and 

ha = - y-1/2nah +X~hl (2.26) 

is an antihomomorphism, i.e., for two conformal Killing 
vectors va and wU

, 

[h(v),h(w)] = h([v,w)). (2.27) 

The reason we obtain an antlbomomorphism stems from the 
following facts: The Lie bracket is minus the conventional 
commutator of vector fields2 and the action of Conf(M,g) 
on Y is the right action. The antihomomorphism depends 
vitally on the way in which va is locked into the metric and 
the embedding through (2.23) and (2.24), respectively. Re­
lation (2.27) fails for arbitrary vector fields. That h(v) does 
in fact represent a symmetry is verified by computing its 
dynamical evolution via the Hamiltonian (2.18), from 
which it is seen that h(v) is a constant of motion. This result 
also depends crucially on the fact that va (u) is the restriction 
to an embedding of a conformal Killing vector. 

The inability to represent more than the subalgebra 
conf(M,g) of diff(M) is easily traced to the fact that we are 
not letting Diff(M) act on the space-time metric. In the 
Hamiltonian framework, gab is a fixed functional of the em­
beddings, which are themselves dynamically inert. The para­
metrization procedure allows Diff(M) to act on the metric 
by adjoining the embeddings (and their conjugate mo­
menta) to the phase space and then utilizing the natural left 
action of Diff(M) on the embeddings. 

Thus let ¢EDiff(M) and Xbe an embedding, i.e., 

¢:M --. M, X:S I --. M. 

Then we have 

X:SI--.M 

VIa 
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(2.28) 

Of course, this action of Diff(M) is not guaranteed to pre­
serve the spacelike character of the embedding. Given an 
embedding, there will always be some diffeomorphism 
which yields a nonspacelike embedding. Since we aim to 
work with a phase space representation of the Cauchy prob­
lem, we are obliged to use initial data placed on spacelike 
surfaces only. Hence we certainly cannot expect to represent 
the full diffeomorphism group on (the extension of) r o' By 
the same token, there will always exist an open neighbor­
hood of the identity in Diff(M) which will map spacelike 
circles into spacelike circles. We can therefore aspire to rep­
resent the Lie algebra diff(M). 

The parametrization process is facilitated by writing the 
phase space action (2.17) in the form 

S[<p,1T] = (1TAq;A-X aha ), (2.29) 
JR xs' 

where ha is given in (2.26). We now adjoin xa(u) and 
its conjugate momenta Pa (u) to the phase space, so 
that we work in an extended phase space r~ 

= T*[Coo (S I,~) XEmbg(S I,M)], where the subscriptg 
indicates that the embeddings are to be spacelike with re­
spect to gab' The only non vanishing Poisson brackets 
between xa(u) and Pp (a) are 

[Xa(a),Pp (u/)] = opo(u,u/). 

Since the embedding "velocity" X a enters (2.29) linearly, 
the definition of Pais a constraint: 

(2.30) 

Next, we adjoin to the action the constraints, smeared with 
the Lagrange multipliers Na, to yield the phase space action 
on r~: 

S[<p.1T.X,P,N] = ( (1TAq;A+Paxa-Naha)' (2.31) 
JR xS' 

The action is now to be varied freely with respect to all of its 
arguments. The equations of motion associated with (2.31) 
for (<p A, 1T B) are the usual ones; they are equivalent to (2.2): 
In Hamiltonian form they are 

q;A= [<pA,h(N)), -irA = [1TA,h(N)], 

where 

We also have 

Xa = [Xa,h(N)] = N a, 

(2.32) 

which justifies our use of the symbol Na for the multipliers. 
Finally, the Hamilton equations for Pa read as 

Fa = [Pa.h(N)] = __ D_h(N). 
oxa 

TheX dependence ofh(N) comes from the factors y-1/2na 
and X~ in (2.26). From the constraints (2.30) we see that 
the embedding momenta P a are combinations of the energy 
and momentum densities hand h l' The equations of motion 
for P a just amount to the corresponding conservation laws. 
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Alternatively, these equations guarantee that the constraints 
(2.30) are preserved in time; this implies that they are first 
class in the terminology of Dirac. In fact, it is straightf~­
ward to verify that the Poisson algebra of the functions h (N) 
is Abelian: 

(2.33 ) 

even off the constraint surface (2.30) (by definition, the first 
class nature of the constraints guarantees (2.33) on the con­
straint surface). 

To recover the constraint functions that generate the 
non-Abelian algebra of hypersurface deformations, we pro­
ject the functions ha perpendicular and parallel to a given 
embedding: 

(2.34) 

hl:=XJha . (2.35) 

When smeared with a lapse density, h generates the dynami­
cal evolution associated with a normal deformation of the 
embeddings. Likewise, hi generates the action ofDiff(S I) on 
the embeddings and dynamical variables. It will be useful in 
Sec. IV to have the projected functions written in terms of 
embed dings registered in a conformal coordinate system. 
Thus let TE( - 00,00) and SE[0,217'] be coordinates on M 
such that the metric takes the form 

grr = - gss, gST = O. 

If we denote xa(u) = (T(u),S(u») and Pa = (PT,PS) we 
then have 

h = PTS,I + PST',I + ~(G AB17'A 17'B + GAB({J A,I ({J B,I ), 
(2.36) 

hi =PTT',I +PSS,I + 17'A({JA,I' (2.37) 

Relation (2.33) allows us to implement diff(M) on r~ 
in an analogous fashion to our previous representation of 
conf(M,g). Given any (complete) vector field U on M, we 
again form two scalars via the coordinate one-form basis. We 
then pull these functions back along the embedding and use 
the resulting functions on S I to smear ha : 

(2.38) 

Using (2.33) it follows immediately that the map from 
diff(M) into Coo (ro ,R) given by 

u-U-h(U) 
is a homomorphism. [Here we obtain a homomorphism due 
to the fact that the action of Diff{M) on the embeddings is 
the left action. ] 

[h{U),h(n] = h{ - [U,V]), (2,39) 

Physically, we can think of the action of diff{M) on ro 
as follows, Decompose h(n as 

h(n = i va(u)Pa + r va{u)ha: = p(n + hen. 
s' JSI 

The function P( n acts on T* Embg (S I,M) with the effect 
of displacing the embedded circle along the deformation vec­
tor Vby the infinitesimal version of (2.28). The function 
h (n then evolves the canonical data in the correct dynami-
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cal fashion associated with the Hamiltonian equations. Pro­
ceeding along the integral curves of V, one builds a solution 
to the Hamiltonian equations with lapse and shift defined by 
the projections of V. 

B. The closed string 

The action functional for the massless relativistic string 
can be obtained from (2.1) by taking the target space for the 
harmonic maps to be d-dimensional Minkowski space. Con­
ventionally, one uses an inertial coordinate system xl', 

f.J = 0, ... ,d - 1 on M d in the role of ({J A to yield 

S [g,x] = - ~ r ~ - ggnbT/I'V Va xIl-Vb XV. (2,40) 2JM 
Aside from the change in notation, the primary difference 
between the variational principles associated with (2.1) and 
(2.40) is that in the former we extremize the action with the 
metric treated as given, i.e., fixed. In the variational principle 
for the string we vary both xl' and gab' As a result, when we 
extremize (2.40) we obtain two sets of equations: 

(2.41 ) 

and 

__ 2_ oS = 'T}l'v(vaXI'VbxV _ ~gnbgcdVcXI'Vdxv) = O. 
[=g ogab 2 

(2.42) 

As before, (2.41) is the equation for a harmonic map 
x:M-~. However, the metric gab is now coupled to the 
induced metric on the world sheet through (2.42). Specifi­
cally, (2.42) tells us that the Weyl invariant parts of the two 
metrics are equal: 

gab = e2",(x*'T}) ab' 

Here OJ is a function on M which cannot be determined, 
owing to the Weyl invariance ofthe theory. In contrast to the 
previous situation, the system of equations (2.41) and 
(2.42) is degenerate in the sense that the equations obey an 
infinite set of ("Bianchi") identities 

r (OS .5t'vx l' + oS X' vgab) = 0, JM oxl' ogab 
(2.43 ) 

where JI" is any vector field on M with compact support. The 
identities (2.43) are a direct consequence of the invariance 
of the action with respect to variations of (xl',gab) induced 
by diffeomorphic mappings of M onto itself. As a direct con­
sequence of the diffeomorphism invariance of the action we 
have the following immediate result: If (x,g) is a solution to 
the equations of motion, then for ¢eDiff(M), (¢*x,¢*g) is 
also a solution. The identities (2.43), while complicating the 
Cauchy problem for (2.41) and (2.42), thus serve to indi­
cate that the space of solutions to the equations of motion 
admits an action of Diff(M) . From our earlier discussion we 
also know that Conf(M,g) is a symmetry group for the sys­
tem: Given a solution (x,g) and f/!EConf(M,g) , both 
(t/J*x,g) and (x,t/J*g) will be solutions [of course, we can 
also let t/J act on the string and metric variables simulta­
neously, but this isjust a special case of the Diff(M) action]. 
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The Hamiltonian formulation for the string is obtained 
in exactly the same fashion as for the harmonic maps of Sec. 
n A. Again, the important new feature that enters is that the 
metric is now freely variable. The phase space r can be taken 
to be the cotangent bundle over the space of smooth embed­
dings of a circle into M d which are spacelike with respect to 
the target space metric 1] I-'V : 

r= T*[Emb1](SI,M d
)]. 

A canonical coordinate patch is given by the pair (xl-',Pv): 

[xl-'(a),pv(a')] =8::,8(a,0'). 

The action functional on R X S I takes the form 

S [x,p,N] = { (Pl-'Xi' - NJIr - NIJlrI ), (2.44) 
JRXS I 

where 

JIr = !(~vPI-'PV + 1]l-'vXI-'.IXv.I) (2.45) 

and 

Jlrl = PI"XI-'.I' (2.46) 

From the Hamiltonian point of view, the distinction 
between (2.13) and (2.44) is that in the former case the 
lapse and shift are fixed, externally prescribed functions on 
S I, while in the present case they are independently variable: 
Thus they serve as Lagrange multipliers enforcing the con­
stants 

(2.47) 

(2.48) 

Note that the constraints (2.47) and (2.48) arise in an en­
tirely different manner than those for the parametrized sca­
lar fields: There, the constraints appear after adjoining a 
non dynamical set of variables (the embeddings and their 
conjugate momenta) to the phase space. Here, no adjoining 
is necessary and, as one often says, the theory is "already 
parametrized. " 

The Hamiltonian 

H(N): = { (NJIr + NIJlrI ) JSI (2.49) 

generates the dynamical flow, which depends on a choice for 
the lapse and shift: 

xl-' = [xl-',H(N)] = Npi-' + N IXI-'.I' (2.50) 

PI-' = [pl-',H(N)] =al(Nxl-'.1 +Nlpl-')' (2.51) 

From (2.50) we see that the super-Hamiltonian 

H(N) = ( NJIr JSI (2.52) 

generates the dynamical evolution associated with a normal 
deformation of the embeddings. The supermomentum 

(2.53) 

generates the motion in r associated with a tangential defor­
mation of the circles. This, of course, is just an action of 
Diff(S I) on the phase space which is generated by the vector 
N I

• 
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The constraints (2.47) and (2.48) are complete in the 
sense that if they are satisfied on some initial embedding, i.e., 
at some initial 'T, then they are satisfied everywhere along the 
dynamical flow (2.50) and (2.51). This is guaranteed by the 
"Dirac algebra" which the constraint functions satisfy: 

[H(N),H(M)] =H(L I), 

[H(N),H(M I)] = H(K), 

[H(NI),H(M I )] =H( J I ), 

where 

LI =NaIM-MaIN, K=NaIMI-MlaIN, 

JI =NlaIMI-MlaINI. 

(2.54) 

(2.55 ) 

(2.56) 

In contrast to general relativity or parametrized theo­
ries on backgrounds of dimension greater than 2, the Dirac 
algebra in two dimensions is a Lie algebra. This algebra is in 
fact isomorphic to diff(S I) ffi diff(S I) [which in turn is iso­
morphic to conf(M,g); see Appendix A], as can be seen by 
rearranging the constraints as follows: 

(±) JIr: = ~(JIr ± Jlrl ) :::::0. (2.57) 

When smeared with vector fields on S I, the constraint alge­
bra becomes 

[( ± )H(N I ),( ± )H(M I )] = ± (± )H(..:.t> NIMI), 
(2.58a) 

[(+)H(NI),(_)H(M I )] =0, (2.58b) 

which is diff(S I) ffi diff(S I). Note that the equivalence 
between vectors and scalar densities of weight minus 1, 
which occurs only in one dimension, is crucial for the exis­
tence of the algebraic structure just described. 

We are now in a position to elaborate on the work to 
follow. We are aspiring to find a homomorphic mapping 
from diff(M) into the Poisson algebra of functions 
C'''(r,R). Obviously, the action of Diff(M) on r should 
lead to the appropriate dynamical evolution as we move 
from point to point in M. One therefore expects that the 
natural place to look for such a realization of diff(M) is the 
constraint functions (2.52) and (2.53). Indeed, as we have 
seen, these functions do form a Lie algebra. There are prob­
lems, however. First, the algebra is the wrong algebra 
[diff(S I) ffi diff(S 1) rather than diff(M) ]. More important, 
however, is the fact that there is no (obvious) way to link 
phase space quantities, defined on S I, to space-time quanti­
ties, in particular vector fields on M. The homomorphism 
obtained via the parametrization procedure of Sec. n A re­
lied heavily on the fact that the metric on M was known in 
advance. This allowed for the canonical-covariant connec­
tion to be obtained since the metric (used to define projec­
tions) was a fixed, known functional of the em beddings. In 
the present situation, the metric is effectively a part of the 
configuration space (albeit a nondynamical part) to be var­
ied independent of the embedding. The metric and foliation 
are now decoupled and in fact, the embeddings no longer 
directly feature in the formalism. Consequently, a direct 
mimicry of the procedure used in Sec. II A is impossible. 
Based on these considerations, two courses of action suggest 
themselves. One can try to reestablish the coupling between 
the metric and embedding by a form of "gauge fixing." This 
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line of attack, originally devised for geometrodynamics by 
Isham and Kuchar,2 is the subject of Sec. III. Alternatively, 
one can try to take advantage of the notion that the string is 
in some sense "already parametrized." In Sec. IV we investi­
gate the degree to which one can extract the embedding vari­
ables (and their conjugate momenta) directly from the 
string phase space r. Success in either of these approaches 
leads to the desired representation of diff(M) through the 
techniques of Sec. II A. 

Finally, we point out (with some irony intended) that 
the same difficulties arise in trying to homomorphically map 
conf(M,g) into the Poisson algebra of functions on r. 
Granted, the phase space does carry the Lie algebra 
diff(SI) E9 diff(S I), which is isomorphic to conf(M,g), as 
seen in (2.58). However, the lack of any connection between 
phase space functions and space-time (conformal Killing) 
vectors obstructs any attempt at finding a homomorphic 
mapping. Nevertheless, the fact that the two-dimensional 
algebra of hypersurface deformations is isomorphic to 
conf(M,g) does suggest a fundamental dynamical role for 
the conformal group. We will elucidate this point in Sec. VI. 

III. REPRESENTATION OF diff(M) ON EXTENDED 
PHASE SPACES 

Here we shall follow the strategy of Ref. 2. The basic 
idea is to recouple the metric on M to the embeddings 
through gauge-fixing conditions. For aesthetic reasons, we 
will use an "auxiliary structure" to fix the gauge, so that we 
always deal with geometrically well-defined objects. We 
will, however, occasionally pause to make contact with the 
possibly more familiar coordinate-dependent expressions. 

The auxiliary structure that we will need is simply a 
fixed foliation 

(which will be a diffeomorphism) and its inverse, denoted Y: 

Y: = y-I, Y:M ..... R XSI. 

Ifwe fix once and for all local coordinates (},(a) on R xS I, 

(},(a):R XSI ..... R 2, 

we can compose them with the map Y to obtain local coordi­
nates y<a) on M: 

y(a) = (},(a)oY, y(a):M ..... R 2. 

While a choice of Y is necessarily ad hoc (we have an 
infinity of possibilities), we are to think of having made a 
definite choice. The gauge-fixing procedure will amount to 
fixing two components of gab with respect to the given auxil­
iary structure. This structure will then serve to provide the 
needed link between the metric and the embeddings which 
we introduce to construct the Hamiltonian formulation. At 
any point along the way, we can put a given expression into a 
more conventional form by choosing coordinates x a on M, 
which are adapted to the foliation Yvia 
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A. Conformal gauge 

The use of the conformal gauge is ubiquitous in string 
theory. Among its virtues we have the simplicity of the re­
sulting dynamical equations and the fact that one can always 
find conformal coordinates which cover all of M except for a 
set of measure zero. 

In terms of the auxiliary structure Y, the conformal 
gauge conditions take the form 

~b8(a)(P) Va y(a)Vb y(fJ) = 0, 

~be(a)(fJ) Va y(a)Vb y(fJ) = 0, 
where 

e(a)(fJ) = (~ ~). 

(3.1) 

(3.2) 

If we denote by y the metric induced on the leaves of the 
foliation, 

y= Y*g, 
then the metric can be expressed as a functional of y and Y 
via 

gab = Y1J(a)(P) Va y(a)Vb y(fJ). (3.3) 

As summarized in Appendix A, every metric on M is confor­
mal to a flat metric. For an arbitrary auxiliary structure, 
(3.3) just serves to capture that fact, i.e., (3.3) is simply an 
invariant parametrization of the space of metrics. By fixing 
the auxiliary structure we are fixing the flat metric to which 
gab is conformally related. The only remaining "degree of 
freedom" is the conformal factor y. Weyl invariance for the 
classical string will guarantee that this remaining metric de­
gree offreedom does not playa role in the theory. 

If we choose coordinates adapted to the foliation as dis­
cussed above, the gauge-fixing conditions (3.1) and (3.2) 
take the familiar form 

~= _gil, gOI =0. 

Alternatively, (3.3) reads as 

gaP = Y1J(a)(fJ) 

in the adapted coordinates xa = y(a). 

We can now substitute the metric (3.3) into the string 
action (2.40). The conformal degree of freedom Y drops out 
ofthe action. This leaves an action that is a functional of the 
fixed auxiliary structure and the string variables. Only the 
latter quantities are to be varied; Eqs. (2.47) and (2.48) are 
now suspended and we have arrived back at the formalism 
for the harmonic maps of Sec. II A. 

Following the Hamiltonian treatment of the parame­
trized harmonic maps, we now work in an extended phase 
space r' for the string, which is given by 

The corresponding action functional becomes 

S[x,p,X,P,N] = ( (Pf'XI'+Paxa_NaH~), (3.4) 
JR xS I 

where 
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and 

(3.6) 

with K and KI given by (2.45) and (2.46). In (3.6) we 
have defined r = X*g, with gab given by (3.3). Note that the 
induced metric (r or y) dutifully drops out of the functions 
(3.6), i.e., 

Ku =Ku[x,p,x]. 

This can be verified using the definition of na [Eqs. (2.6) 
and (2.7)] and X ~ [Eq. (2.11 b)] in conjunction with the 
gauge-fixed metric (3.3). We therefore need not include r 
(ory) in the phase space. Alternatively, the equation ofmo­
tion for r, 

DS = 0 
Dr ' 

is identically satisfied. 
The constraints (3.5) obey an Abelian Poisson algebra; 

consequently, we can immediately construct the desired Lie 
algebra homomorphism. For V, WEdiff(M) , the map 

V-+ V-+H'("V), 

where 

H'(V) = ( VU(X(u»)H~, JSI 
yields 

[H'(V),H'(W)] =H'( - C'V,W]). 

(3.7) 

(3.8) 

The symmetry algebra conf(M,g) can also be represent­
ed: To represent it as a subalgebra of diff(M) we use 

v-+v-+H'(v), 

where v is a conformal Killing vector for the metric (3.3). 
Note that such vectors are in fact independent of y. This 
representation emphasizes the role of conf(M,g) as a dy­
namical subalgebra of diff(M). As discussed earlier, 
Conf(M,g) also acts as a symmetry group on the space of 
solutions to the string dynamical equations. In Hamiltonian 
language, this representation is implemented via the follow­
ing two mappings: 

v-+v-+P(v), P(v) = r vUPu ' (3.9) JSI 
and 

(3.10) 

The map (3.9) is a homomorphism from conf(M,g) into the 
Poisson algebra offunctions on r': 

[P(v),P(w)] = P( - [v,w]), 

while (3.10) is an antihomomorphism 

[K(V),K(w)] = K( [v,w]). 

As in Sec. II A, the functions K(w) are indeed symmetry 
generators since they are constants of motion. Thus for any 
vector Vand any conformal Killing vector W, 

[K(w),H'(V)] =0. 

The functions pew) are generators of a conditional symme­
try, i.e., they are conserved modulo the constraints (3.5): 
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[P(w),H'(V)] = H'( - [w,V]) ;:::0. 

In exactly the same manner as for the parametrized 
fields, the functions H'(V) act on r' by displacing the em­
bedding along the deformation vector V which generates the 
diffeomorphism, while simultaneously evolving the string 
variables along the flow lines ofV. It is important to realize 
that while we use a conformal coordinate system (in the 
guise of the auxiliary structure) to describe the kinematics of 
the dynamical evolution, we are not evolving with some fixed 
(conformal) foliation. In other words, we still evolve from 
one arbitrary Cauchy surface to another. The choice of de­
formation vector chooses the slicing. Having chosen a defor­
mation vector we can, if we like, use the gauge-fixed metric 
to extract the corresponding lapse and shift. The string evo­
lution is then governed by the following: 

jeJ.L= [xJ.L,H'(N)] =NpJ.L + N1xJ.L,I> (3.11) 

jI'= [pJ.L,H'(N)] =J1(NxJ.L,1 +N1pJ.L)' (3.12) 

Despite the fact that (N, N I) obtained from V are function­
als ofthe embeddings, Eqs. (3.11) and (3.12) are identical 
to the usual string equations of motion (2.50), (2.51); the 
evolution within the extended phase space is still the correct 
one. This occurs because the induced metric r does not play 
a role in the formalism. Moreover, even if the metric on M 
were defined to be the metric induced by virtue of the string 
embeddings xJ.L, thus rendering r a functional of the string 
variables, Weyl invariance would again guarantee that the 
equations of motion would be correct. (This should be con­
trasted with the case of geometrodynamics, 2 where the met­
ric is dynamical and the correct equations of motion are ob­
tained only weakly, i.e., upon imposing the original 
Hamiltonian and momentum constraints.) On the other 
hand, the solutions to (3.11) and (3.12) are not in general 
solutions to the full set of string equations (2.41) and (2.42). 
To obtain the physical string solutions we must restrict the 
admissible initial data in the string sector of r' to satisfy the 
original constraints (2.47) and (2.48). Thus the physically 
relevent dynamical evolution begins in the subspace r' of r' 
specified by (2.47), (2.48), and (3.5). Ifinitial data are cho­
sen from this subspace, it can be verified that the dynamical 
evolution remains in r'. The verification amounts to 
checking that the complete set of constraint functions 
(K,KI,H~) is first class. We have already proven a large 
part of this in Eqs. (2.54)-(2.56) and (3.8). It only remains 
to be checked that the original string constraints have weak­
ly vanishing Poisson brackets with the Hamiltonian H' (N). 

Conservation of the Hamiltonian constraint is guaranteed 
since 
[K(u),H(N) ] 

= [K(U),l,NU( - r- 1/2na K +X~KI)]' 
This expression weakly vanishes because the string con­
straints obey the Dirac algebra, in particular (2.54) and 
(2.55) [see, also (5.3)]. Similarly, 

[K1(u), H'(N)] 

= [K1(U),l,NU( - r- 1/2na K +X~KI)]. 
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which weakly vanishes as a result of (2.55) and (2.56) [see, 
also (5.4) l. 

To summarize, we have represented the Lie algebra 
diff(M) at the expense of working in an extended phase 
space r'. The representatives H' (n of the vector fields Von 
M correctly evolve the initial data. To obtain physical string 
dynamics, we must restrict the admissible initial data to lie in 
the subspace 1" Cr'. If the dynamical evolution begins in 1", 
it will stay there. 

As mentioned earlier, one of the primary advantages of 
the conformal gauge lies in the ease with which one can solve 
the equations of motion. Let us conclude our discussion of 
the conformal gauge by outlining how this occurs in the 
Hamiltonian formulation based on the extended phase space 
r'. 

We begin by observing that the evolution equations for 
the string are equivalent to a system offunctional differential 
equations.6 To see this, note that any function on the phase 
space FEe'" (r' ,R) is dynamically evolved according to 

(3.13 ) 

The dependence of the evolution on the choice of foliation 
resides in the deformation vector Na, which is freely specifi­
able. Both H' (N) and F are linear functionals of N a: 

H'(N) = ( NaH~, JSl 
F = ( Xa tJF = ( Na tJF . 

Js' tJX a Js' tJX a 

Using the fact that N a is arbitrary, an equation equivalent to 
(3.13) is given by 

tJF = [F,H~(a)]. (3.14) 
tJXa(a) 

In particular, we can let F be one of the canonical coordi­
nates on r', thereby establishing a set offunctional differen­
tial, "many-fingered time" Hamiltonian equations. 

We know that the equations of motion will be simple in 
conformal coordinates, so we choose our coordinates xa on 
M to be adapted to the conformal foliation. In particular, 
define 

XO = y(O) = :T, Xl = y(l) = :S, X ±: = T ± S. 

Here, T is a coordinate on R I, S is a coordinate on S I, and 
X ± are the associated null coordinates with respect to the 
metric (3.3). In terms of the latter set of coordinates, the 
gauge-fixed metric has components given by 

g++=O=g __ , g+_= -W (3.15) 

Given an embedding Xa(a), the metric r induced on it is 

rll(a) = - r(a)X+,IX-,I' (3.16) 

The embedding is to be spacelike, which implies 

(3.17) 

The unit normal covector to the embedding has components 
in the null coordinate basis given by 

n =+l-rl12(-X+ X- )-1/2X+. (3.18) ± - 2 ,I ,I ,I 

Finally, the covector X ~ (on M), defined in (2.11 b ), has the 
components 
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XI± =!(X±,I)-I. (3.19) 

Assembling the expressions (3.15 )-( 3.19) together, the 
many-fingered time Hamiltonian has components given by 

H'+ =P+ + (X+,I)-Iallall, 

H'_ =P_ - (X-,I)-Iallall, 

where we have introduced the usual notation 

all: = !(pIl + XIl,1 ), 

all: = !(pIl - XIl,I)' 

(3.20a) 

(3.20b) 

(3.21) 

(3.22) 

Note that all and all are scalar densities of weight 1 (covec­
tors) onS I. 

By substituting each of the canonical variables into the 
functional Hamiltonian equation (3.14), we obtain 

tJP +(a) = (X+ (a,»)-2a (a')all(a')J tJ(aa') (3.23) 
tJX+(a') ,I Il ", , 

tJP _ (a) 
- (X-,I (a,»)-2all (a')all(a')J" c5(a,a'), 

(3.24) 

tJP + (a) 
=- =0, 

tJX + (a') 
(3.25) 

c5xa(a) = c5a c5(a,a'), 
c5XP (a') P 

(3.26) 

c5xll(a) = (X+ )-Iall{j(aa') 
tJX + (a') ,I " 

(3.27) 

c5xll(a) = _ (X- )-la llc5(aa') 
c5X-(a') ,I " 

(3.28) 

c5PIl (a) = (X+ (a,»)-lall(a')J c5(a a') 
c5X + (a' ),1 ", , 

(3.29) 

op Il (a) (X - ( , ) ) - I (' J '" , --'---- = I a au a) ~ u(a,a ). 
c5X - ( a' ) . r ~ 

(3.30) 

Equations (3.23 )-(3.30) are to be solved so thatthey match 
an initial data set (Xa,Pa,F,PIl ). The initial data in turn 
must satisfy the constraints (2.47), (2.48), and (3.5). We 
do not actually have to solve Eqs. (3.23)-(3.26) directly. 
The equations for xa(a) enter as identities and the need to 
solve them for Pa is obviated once we have imposed the con­
straints (3.5), which fix the embedding momenta as func­
tionals of the string variables and the embeddings. This can 
be done in terms of the initial data and we are guaranteed 
that the constraints will continue to hold throughout the 
evolution. Thus the initial data set can be viewed as a specifi­
cation of data for the string variables on some initial Cauchy 
surface specified by r. 

Although the remaining equations (3.27)-(3.30) may 
look rather formidable, their general solution can be found 
quite easily from the following considerations. A solution to 
(3.27)-(3.30) amounts to a specification of the values of the 
string variables on a Cauchy surface chosen by the embed­
ding variables. We obtain a solution for xIl by restricting the 
known solution in conformal coordinates to this embedding. 
The solutions for the remaining variables, PIl in particular, 
can then be extracted from the functional Hamiltonian equa­
tions. 

The general space-time solution for Xll is given by 
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xl'(X+,X-) =jl'(X+) +t'(X-), 

where 

jl'(X+ + 21T) + t'(X- - 21T) = jl'(X+) + t'(X-). 

Upon restriction of this solution to an embedding, we obtain 
the canonical solution as a function of q and a functional of 
X: 

(3.31 ) 

We substitute (3.31) into (3.27) or (3.28) and extract the 
solution for the string momenta 

PI' [X ](q) = 7JI'V [X +,IF, + (X + (q») 

_X-,lgV,_ (X-(q»)]. (3.32) 

The solutions for xl' and PI' are to be matched to the initial 
data (F,PI') on the initial embedding r. If desired, the 
resulting solutions can be expressed in terms of an arbitrary 
system of coordinates Xu' = XU'(X) by performing the point 
canonical transformation: 

XU(q) -Xu' (q): = XU'(X(q»), 

axP I Pu (q) -Pu' (q) = --u' Pp(q). 
ax X=X(u) 

The string solutions, constructed in the manner outlined 
above, reflect the underlying diffeomorphism invariance of 
the theory through the appearance of two arbitrary func­
tions, namely, theembeddingsXU(q). From the perspective 
of Hamiltonian dynamics on r', these functions simply serve 
to select the arbitrary embedding on which we measure the 
fields, Ifwejix a one-parameter family of embeddings, i.e., a 
foliation, with which to describe the dynamics, the solutions 
to the equations of motion become unique. If we wish to fix 
only the embedding velocities, then there may still exist re­
sidual arbitrariness, For example, in the "conformal gauge" 

N= I, N 1 =0, 

we still have the freedom to redefine the foliation by the 
induced action of a conformal isometry, 

B. Harmonic gauge 

Our interest in using the harmonic gauge to represent 
diff(M) stems from a question posed in Ref, 2 concerning 
the feasibility of the corresponding approach in canonical 
gravity. Recently, this gauge has also attracted some interest 
in studies of string quantum mechanics and string field theo­
ry.7 From the string perspective, the utility of the harmonic 
gauge lies in the fact that, like the conformal gauge, it re­
spects both target space Poincare invariance and the ever 
important Weyl invariance. 

The harmonic gauge can be specified in terms of the 
auxiliary structure as 

g"~aVbY(u)=O. (3.33) 

For a fixed choice of Y, Eq. (3.33) is again to be interpreted 
as a pair of restrictions on allowable metrics. This way of 
gauge fixing differs from the conformal gauge in that the 
metric is related to the auxiliary structure through an 
expression involving (in particular time) derivatives of the 
metric. Hence one can say that metric fixing occurs dynami-
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cally. As always, we can put (3.33) into a more conventional 
form by choosing coordinates on M adapted to the auxiliary 
foliation: This yields 

(lII=-i)a(p) (~ - gg(u)«(3» = 0, 

From this expression of the gauge-fixing condition it is clear 
that the conformal gauge is a special case of the harmonic 
gauge. 

It would be rather awkward to try and extract the func­
tional dependence of gab on Y directly from (3.33). Because 
(3.33) can be interpreted as a dynamical equation, it is most 
expeditious to incorporate the gauge-fixing condition at the 
level of the action principle by adding a gauge-fixing term to 
the action. (This, of course, could also have been done in the 
case of the conformal gauge, but such a scheme is excessively 
elaborate,) We thus begin with the following gauge-fixed 
action: 

S [x,g,A. ] = - fM ~ - gg"b( +7JI'V Vaxl'Vb XV 

+ VaA.(u) Vb y(a»). (3.34) 

whereA.(u) are Lagrange multipliers to be viewed as a pair of 
scalar functions on M. This action, while defined in a geo­
metric (i.e., coordinate independent) manner, is not invar­
iant with respect to diffeomorphisms. This is because we are 
not free to redefine the fixed maps Y (u) by using the pullback 
action of the diffeomorphisms. This is completely analogous 
to the lack of diffeomorphism invariance of the action (2.1 ), 
where it is the metric which is to be immutable. 

and 

The equations of motion associated with (3.34) are 

8S = 7JI'V~ - gg"~a VbXv = 0, (3.35) 
8x" 

_2_ 8S = (8a 8b _ l"obg ) ('>'l vcx"Vdxv r---:: ~ (c d) 26 cd "I'v 
" - g ugab 

~ = ~ - gg"bVa Vb y(a) = O. 
8A.(u) 

(3.36) 

(3.37) 

We cannot obtain a dynamical equation for A.(U) directly 
from the action because Y (u) is not to be varied. Neverthe­
less, an equation of motion for the Lagrange multipliers can 
be obtained by differentiating (3.36) and using (3.35) and 
(3.37). We obtain 

(3.38 ) 

The covectors Vb Y (u) constitute a one-form basis for M. 
Hence (3.38) is satisfied if and only if 

(3.39) 

Equations (3.35), (3.37), and (3.39) are the dynamical 
equations in the harmonic gauge; these equations must be 
solved subject to the constraints (3.36). Ifthe constraints 
(3.36) are satisfied on a Cauchy surface, they will continue 
to be satisfied throughout the dynamical evolution. The 
physical subset of string solutions is obtained by choosing 
vanishing Cauchy data for the multipliers. 
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As usual, the first step on the road to the parametrized 
Hamiltonian formalism is to introduce a foliation X a (a, 7). 
The action is pulled back to R X S I, yielding 

S [x,g,A ] = r [J.. N -I (x/' - N IX/'. I ) (x/, - N IX/',I ) 

JR xs' 2 

+ N-Iy(aJ,p(..i(a) - NIA(a),I) 

X(XP-N1XP ) -N(1r/' x ,I r ,I /,,1 

+ y(a),pA,(a),IXP,I)]. 

(3.40) 

The definition of the string momenta that follows from 
(3.40) is the usual one: 

p/, =N-I(x/, -Nlx/"I)' 

The momenta p (a) conjugate to the mUltipliers are defined 
by 

(3.41) 

Prior to parametrization, xa(a,7) is a fixed map from 
R xS I to M. Equation (3.41) therefore represents a con­
straint. Ifwe also define the momenta conjugate to the lapse 
and shift, we find that they vanish-another pair of con­
straints. The combined set of constraints is easily verified to 
be second class. We need not, however, go through the full 
Dirac bracket procedure for these constraints: They arise 
simply because the action (3.40) is already in Hamiltonian 
form with respect to the multipliers A,( a) and their conjugate 
momenta which, from (3.41), are combinations of the lapse 
and shift. Hence we need only perform the Legendre trans­
formation in the string sector to obtain the phase space ac­
tion: 

S [x,p,A,p] = r [p/,Xi' + p(a)..i(aJ 
JR xS' 

- N(Yr + y(aJ,pA,(a),IXP,I) 

-NI(KI +p(a)A,(a),I»' (3.42) 

In (3.42) we are to think of the lapse and shift as being fixed 
functionals of the momenta p(a), obtained by inverting 
(3.41). We will not need the explicit form of these function­
als in what follows, Note that the lapse and shift no longer 
play the role of multipliers enforcing the constraints (2.47) 
and (2.48): They now enter as dynamically determined de­
grees of freedom. Of course, this is because we have fixed the 
gauge. In fact, there are no constraints associated with 
(3.42); this corresponds to the expected loss of diffeomor­
phism invariance. 

To regain diffeomorphism invariance and to achieve our 
goal of representing diff(M) , we should parametrize the the­
ory. To do this, we start again with (3.40), but now view 
x<a) (a,7) as a dynamical variable. The definition (3.41) no 
longer represents a constraint and we have the additional set 
of momenta conjugate to the embeddings defined by 

Pa = N -I y(P),a (..iuJ) - NIA(Pl.I)' 

The phase space of the parametrized string is now doubly 
extended: We shall denote it by r": 
r" = T*[Emh1j(SI,Md) 

xC OO(sl,R 2) XEmhg(S I,M)]. 
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The three factors making up r" correspond to the string, 
multiplier, and embedding subspaces, respectively. The fun­
damental Poisson brackets are as before for the string and 
embedding variables. For the multipliers we have 

[A,(a) (a),p(Pl(a')] = 8~~\8(a,a'). 
The action functional for the doubly extended phase space 
takes the form 

S [x,p,A,p,x,P,N] 

= r (p/,x/, + p(a)..i(a) 
JR xs' 

+ p xa -NH" _NIH") (a) 1 , 

where 

H" = Yr + (y-l)fPlPap(PJ + y(a),pA,(a),IXP,1 ;::::0, 
(3.43a) 

Hi' = Yrl + p(a)A,(a).1 + Puxu,1 ;::::0. (3.43b) 

In (3.43a) we have defined (y-I)fp) to be the inverse of 
y(a),p: 

( y-I)a y(p) =8a 
(P) ,r r' 

Both y(a),p and (y-I)fp) are fixed functionals of the em­
beddings. 

As a result of the parametrization process, the role ofthe 
lapse and shift has undergone something of a metamorpho­
sis. This is most easily understood when we observe that 
through (2.9) - (2.11 ), the lapse and shift are functionals of 
both the space-time metric and the foliation X. Prior to the 
parametrization, the foliation is fixed and hence in (3.42) 
the lapse and shift are the (dynamically determined) de­
scriptors of the harmonic gauge foliation. By including the 
foliation (or rather the embeddings) into the phase space, 
the lapse and shift are no longer locked into the space-time 
metric, but rather become as freely variable as the foliation. 
The lapse and shift then resume their role as nondynamical 
Lagrange multipliers enforcing the constraints (3.43). 
These constraints (3.43) represent the reintroduction of dif­
feomorphism invariance-the desired result of the parame­
trization process. As they should be, the constraints are first 
class: They in fact obey a Dirac algebra identical to (2.54)­
(2.56). 

From our work above, we know that in order to repre­
sent diff (M) we must Abelianize the constraint algebra by 
effectively unprojecting the constraint functions in (3.43). 
This amounts to finding (nondegenerate) combinations of 
H" and Hi' which isolate the embedding momenta as, for 
example, in (3.5). While we could solve the constraints for 
the embedding momenta by "brute force," it is more instruc­
tive to do this by extracting from r" the "hypersurface ba­
sis" and its dual. The hypersurface basis is an orthonormal 
frame at each point of a given embedding. One leg of the 
dyad is the unit normal to the embedded circle and the other 
leg is the unit tangent. The quickest way to find this basis is 
to use the dynamical equation for XX : 

x a = N(y-I)a ,,(P) + NIXa (Plr- ,I' (3.44) 

By comparing (3.44) with (2.9) we can read off the unit 
normal, 
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n a = y-I/2( Y -I )7(3)/l(/3) 

and the unit tangent, 

(3.45 ) 

t a = y-I/2X a,I' (3.46) 

In order to obtain the Abelian constraints we will need to 
construct the corresponding dual basis. This can be done by 
choosing an arbitrary volume form Eab on M. The normal 
covector is defined as 

ma: =J- 1
y l/2Ea/3X/3.1 = - na , 

where 

J = Ea/3 (y-I )7y)X/3.1/l(Y)' 

The spatial leg of the covector basis is then 

(3.47) 

(3.48) 

ta: = J-I y l/2Ef3a (y-l)fy)/l(Y) = yl/2X~. (3.49) 

It is straightforward to check that the vector and covector 
bases are dual. 

Note that in the definition of the covector basis it was 
necessary that J be nonvanishing. Inspection of (3.41) re­
veals that this simply means that the deformation vector is 
never tangent to a given embedding. Alternatively, the map 
XU (o-,r), defined by the dynamical data (in a given coordi­
nate patch) through (3.44), must be a diffeomorphism. The 
non vanishing of J is thus guaranteed by our various hypoth­
eses, but it is important to realize that this requirement does 
place restrictions on admissible initial data. With this 
proviso understood, we can continue. 

Crucial for the work to follow is the fact that the covec­
tor basis is defined independent of the choice of volume form 
on M. This is because the space of two-forms (at a point) is 
one-dimensional. The dependence of the definitions (3.47)­
(3.49) on the choice of volume form drops out because only 
ratios of terms linear in Eab are used. The vector basis and its 
dual are thus fixed functionals on the phase space r". 
(Strictly speaking, the normalized basis depends also on the 
induced metric y. As usual, we need not consider this func­
tion as an element of the phase space. Weyl invariance will 
guarantee its absence in any of our final expressions.) This 
result, ultimately following from (3.44), relies crucially on 
the gauge-fixing procedure. Without it, we would have no 
way of extracting the hypersurface basis. 

Armed with the hypersurface covector basis, we con­
struct the unprojected constraints: 

H; = - y-I/2na H" + X~H;' = Pa + JY; ::;:0, 
( 3.50) 

where 

Using (3.47)-(3.49) it can be verified that the constraints 
(3.50) are independent of y. That the constraints obey an 
Abelian Poisson algebra 

[H;(o-),H;;(o-')] = 0 (3.51) 

is seen by using an argument which apparently goes back to 
Dirac.s Since the constraints in (3.50) are combinations of 
the original first class constraints, they will also be first class. 
When we compute the Poisson bracket between two of the 
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constraint functions (3.50), the result will be independent of 
the embedding momenta P a because the embedding mo­
menta only appear in the single term shown in (3.50). This is 
consistent with the first class nature of H; if and only if 
(3.51) holds. 

For completeness, let us point out that there is an alter­
nate route to the unprojected constraints. As we did for the 
parametrized scalar fields, we could rewrite (3.42) in a form 
that is linear in the embedding velocites xa . To do this we 
would need to "un project" the lapse and shift by extracting 
from (3.41) [which is equivalent to (3.44)] the hypersur­
face basis. Upon adjoining the embeddings to the phase 
space, the definitions of the conjugate momenta Pa would 
appear as the constraints H; ::;:0. 

By using either of these two equivalent methods, our 
success in extracting the unprojected constraints means suc­
cess in representing diff(M). The homomorphic mapping 
from diff(M) into the Poisson algebra off unctions on r" is 
given by 

V-> V->H"(V>, 

where 

(3.52) 

Given two elements of diff(M), i.e., given two complete vec­
tor fields U and Von M, we have 

[H"(U),H"(V)] =H"( - [U,V]). 

Using the fact that conformal gauge metrics are also har­
monic gauge metrics, the subalgebra conf(M,g) can be rep­
resented as in Sec. III A. 

As in the case of the conformal gauge, the dynamical 
evolution generated by H" (n builds a physically accepta­
ble solution to (3.35)-(3.37) provided that we restrict the 
allowable initial data. In the present situation this is most 
easily done by imposing, in addition to (3.50), the following 
constraint: 

(3.53 ) 

The demand that (3.53) be preserved by the dynamical evo­
lution implies that 

(3.54) 

as can be seen, e.g., by taking the Poisson bracket of (3.53) 
with the Hamiltonian 

H"(N):= f (NH" + NIH;'). 
Js, 

It is easily checked in a similar fashion that (3.54) is auto­
matically preserved in time (modulo the constraints). The 
complete set of constraints (3.50), (3.53), and (3.54) are 
thus first class, hence they are satisfied for all time if satisfied 
initially. Moreover, these constraints imply that the string 
initial data satisfy the original constraints (2.47) and 
(2.48). The representatives H" (V> thus evolve the physical 
string initial data into physical string solutions. 
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IV. REPRESENTATION OF diff (M) ON THE ORIGINAL 
PHASE SPACE 

As the Hamiltonian structure of general relativity began 
to be unraveled in the late 1950's and early 1960's,9 it became 
clear that the contraints that arise in generally covariant the­
ories are due to the fact that somehow time and space coordi­
nates are camouflaged within the original dynamical vari­
ables. More precisely, the location of a spacelike 
hypersurface (time) and coordinates on it (space) are im­
plicitly contained in the phase space variables. The momenta 
conjugate to these variables must then be identified with en­
ergy and momentum densities; these identifications are the 
Hamiltonian and momentum constraints. A clean example 
of this structure is provided by the parametized harmonic 
maps considered previously. There, the time and space co­
ordinates, i.e., the embeddings, were easy to identify since 
they were essentially put in by hand. 

The outstanding challenge in systems that are "already 
parametrized," such as general relativity and the relativistic 
string, is to extract the embeddings directly from the original 
phase space. In general relativity this challenge has never 
been fully met. It may be that for this theory (and perhaps 
more generally) there is no single identification of embed­
ding variables suitable for all situations. The relative simpli­
city of the string permits one to go much further, there is a 
rather natural choice of embeddings. Perhaps not unexpect­
edly, the rewriting of string theory as a parametrized theory 
is closely tied to-and rests on the validity of-the light-cone 
gauge. Having explicitly exposed the parametrized aspects 
of the string, we once again will have succeeded in represent­
ing diff(M). 

Our method of expressing the string as a parametrized 
system is based on the observation made by Kuchaf lO that 
there is a canonical transformation which takes the (project­
ed) constraints of a parametrized scalar field on a two-di­
mensional Minkowski space-time into a form identical to 
those of the string. Here we will essentially run that argu­
ment backward. Begin by defining two covariantly constant, 
linearly independent null vectors kI' and /J1. in the target 
spaceMd

: 

IJ1./J1. = 0 = kJ1.kp.; 

they are to be normalized relative to each other such that 

1]J1.Vkp.P= -1. 

Light-cone components for any objects with target space 
(Lorentz) indices are defined using kI' , /J1.; in particular, 

x+: = -1]p.vx P.lv, x-: = -1]p.vx J1.k v, 

and 

P+: = kP.pp.' p_: = /P.Pp.' 

In terms of light-cone components the string constraints 
take the form 

JY = - p+p_ - X+.IX-. I + ~(pii + Xi,IXi,l) ;::::0, (4.1) 

JYl =P+X+,I +P_X-,I +PiXi,1 ;::::0. (4.2) 

Latin indices from the middle of the alphabet are taken to 
label spacelike directions in ~ which are orthogonal to the 
null vectors, i.e., i = 1, 2, ... , d - 2. 

1781 J. Math. Phys., Vol. 30, No.8, August 1989 

Now, consider the transformation defined by 

T,I = - (p_)o-IX+,I' 

S,I = (p_ )0- Ip_, 

PT = - (p-)rJl+, 

Ps = (P-)oX-,l' 

where 

(pJ1. )0: = -2
1 r PI'-' 
'IT Js, 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

Our reuse of the symbols T and S will be justifed shortly. In 
terms of the relabeled variables, (4.1) and (4.2) become 

JY=PTS,I +PsT" +!(Pii+Xi,IXi,l);::::O, (4.7) 

JYl = PTT,l + PSS,I + PiXi,l ;::::0. (4.8) 

Comparing with (2.36) and (2.37), we see that Eqs. (4.7) 
and (4.8) are precisely the form of the constraints that arise 
in the parametrized formalism for a set of d - 2 scalar fields 
Xi in two dimensions. This interpretation of (4.7) and (4.8) 
has the variables T( 0') and S ( 0') playing the role of spacelike 
embeddings with respect to conformal coordinates on M. In 
contrast to our previous work with the conformal gauge 
(III), no gauge fixing is needed here to provide a privileged 
set of coordinates. The string itself determines a conformal 
coordinate system (up to a choice of origin; see the discus­
sion below). 

At this point, our identification of the string as a set of 
d - 2 parametrized scalar fields has been purely formal. A 
closer examination of the transformation (4.3)-(4.6) is 
warranted. To begin, the transformation, strictly speaking, 
is not canonical on r. On the circle the operator au has a 
nonempty kernel given by the constant functions. In particu­
lar, the mapping (x-,p_)+-+(S,Ps ) is not bijective. (This 
issue did not arise in Ref. 10 because there M was taken to be 
an infinite two-dimensional Minkowski space.) Thus for ex­
ample, P s as defined in (4.6) has a vanishing constant mode: 

r Ps = (p-)o r x-. I =0. JSI JSI 

As a result, the variables S(O') and Ps (0') defined through 
(4.4) and (4.6) cannot be canonically conjugate; if they 
were, we would obtain a contradiction: 

There is, however, a natural subspace of r for which the 
transformation (4.3 )-( 4.6) is canonical. This subspace is 
obtained by effectively factoring out the "center of mass" 
portion of r. Denote by r the cotangent bundle over the 
space Emb

71 
(S I,Md ) of based loops in Md , i.e., embeddings 

of S I into Md which begin and end at a fixed point. As a 
differentiable manifold, Emb

71 
(S l,Md 

) has many nice prop­
erties, e.g., it is a Kahler manifold. 11 We can identify 
Emb

71 
(S I,Md) with the space of exact one-forms ODS J tak­

ing their values in Minkowski vector space. The string phase 
space can then be decomposed as 
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r=T*Mdxf 

=M d XM d X T*Emb1/ (S I,M d). 

For a given value of (PI' )0 local (noncanonical) coordi­
nates for f are provided by (XI',1 ,Pv) or, alternatively, 
(alt ,(iV) [defined in (3.21) and (3.22) ). It is a key feature of 
the string constraints [e.g., (4.1) and (4.2) or (4.7) and 
(4.8») that they are essentially only functions on f. In any 
computations we will perform which involve only the con­
straints, the center of mass momenta (PIt)o will simply "go 
along for the ride." 

The transformation (4.3 )-( 4.6) can be interpreted as a 
one-parameter family of canonical transformation on f, 
where the parameter is (p_ )0' This parameter represents 
the discontinuity which Sea) must possess if it is to be the 
spatial coordinate location of an embedded circle. For this 
reason - ( P _ ) 0 is often called the "string length" in the 
light-cone gauge; see the discussion below. We have rescaled 
the would-be embedding variables so that this discontinuity 
has the value 21T. Thus if O'E[O,21T) , with a = 0 and 0'= 21T 
identified, we have 

S(217') - S(O) = f1T dO'S,] = 217'. 

We must then make the identification 

S-S+ 217' (4.9) 

to produce embeddings with the topology of a circle. 
While we have uncovered the natural space on which 

the transformation is bijective, there is still the problem that 
the embeddings and their conjugate momenta as identified in 
(4.3)-(4.6) do not constitute a canonical chart on 
T* Emb(S I,M). At the root of this difficulty is the degener­
acy of the transformations (4.4) and (4.6), which reflects 
the fact that the light-cone string variables do not contain all 
of the "pure gauge" degrees of freedom. To see this, notice 
that (4.4) leaves a mode of Sea) unspecified. This mode can 
be taken to represent a choice of origin for the S coordinate 
relative to the a origin. It is not fixed by the light-cone vari­
ables, nor is it fixed by the constraints (4.7) and (4.8). The 
freedom to choose the origin for S is a miniature gauge free­
dom introduced by the degenerate nature (on r) of the 
transformations. Indeed, the corresponding first class con­
straint on T*Emb(SI,M) is simply 

f Ps-;::;;O. 
Js' 

(4.10) 

Alternatively, by virtue of the constrainsts (4.7) and (4.8), 
( 4.1 0) can be viewed as a restriction on allowable initial data 
for the transverse string variables: 

l,{ (S.I)2 - (~I )2] -I[ ~ ~dPiPi 
+ Xi,] Xi,1 ) - S.I (PiXi,1 ) ] -;::;;0. (4.11) 

As we shall see shortly, this constraint is the precursor of the 
familiar shift of origin constraint which remains after going 
to the light-cone gauge. 4 

The single degree of freedom that is fixed by the con­
straint (4.11) can be thought of as the missing constant 
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mode of the embedding momentum P s. Its conjugate coor­
dinate is to be a mode of S( a) such that the embeddings and 
their momenta provide a true canonical chart. Evidently, 
extracting this single remaining degree of freedom from the 
transverse subspace of the phase space is an unpleasant task 
and we have not succeeded in doing this in any nice way. We 
can sidestep this difficulty by using the same strategy that 
served us so well in Sec. III: If there is difficulty in isolating 
the embeddings from the original phase space, simply intro­
duce them explicity. We do this as follows. Fix the origin of S 
relative to a by integrating (4.4) as 

Sea) = (p_)O-I( -q+ iO'dXP_(X»). 

We now treat q as a dynamical variable. Its conjugate mo­
mentum, denoted P, must be constrained to vanish: 

p-;::;;O, 

so that q is pure gauge, i.e., not dynamically determined; 
hence the enlarged phase space has the same physical con­
tent as before. The momentum is incorporated into the defin­
ition of P s via 

Ps = (p_)o(x-,] - pc5(a») 

Ps is thus weakly equal to its original definition. (Note that 
Psis now a distribution. This feature of the formalism can be 
avoided by introducing an auxiliary prescribed measure on 
S I. For simplicity we will retain the delta function "mea­
sure" in what follows.) Using the Poisson bracket 

[q,p) = 1, 

it is easily verified that S( a) and P s (u) are canonically con­
jugate variables: 

[S(u),Ps (0')] = c5(u,d). ( 4.12) 

The remaining degree of freedom in the light-cone sub­
space of r corresponds to the coordinate conjugate to the 
string length (p_ )0' Intuitively, this single mode should 
represent the constant map from S I into the" - " direction 
of Md. To extract this mode from X- (a) we need to choose a 
measure on the circle. A natural choice is given by S,I, as 
defined in (4.4). This choice of measure "weighs" functions 
using the metric induced on the circles T = const by a flat 
metric on M. Using this measure to define the homogeneous 
mode of x - and then extending the definition to provide a 
canonical coordinate on the extension of r, we obtain 

(x-)o: = (p-)o-Il,(p-x- -p+x+ - ~} 
Straightforward computation confirms that (x-)o has van­
ishing Poisson brackets with all variables except (p _ ) 0: 

This bracket is 

[(x-)o,(p_)oJ = 1. 

To summarize, if we work on a slightly extended phase 
space r obtained by including the canonical pair q,p, then 
from the light-cone string variables we can isolate a natural 
set of embedding variables (relative to a conformal coordi­
nate chart on M) by the canonical transformation on r* : 

(4.13) 
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s= - (p_)O-I(q- iO"dXP_(X»). 

PT = - (p-)cP+, 

Ps = (p_)O(X-,1 -pO(U»), 

(4.14 ) 

(4.15 ) 

( 4.16) 

(X-)o= (p_)O-1 ( (p_X- -p+x+ - qp), (4.17) 
Js' 21T 

(p_)o=_I_r p_. (4.18) 
21TJs' 

In the new canonical variables, the constraints take the form 
(4.7) and (4.8), along with 

( Ps-:::;O. (4.19) 
Js' 

In (4.7) and (4.8) Psis to be thought of as having all of its 
modes intact. The transformation (4.13)-(4.18), when 
complemented with the identity transformation on the 
transverse phase space, is bijective. 

As always, the easiest way to exhibit the desired homo­
morphisms is through the unprojected (Abelian) con­
straints. These have already been written (for d scalar fields) 
in terms of the null combinations of T and S in Sec. III A. 
Translating (3.20) into the original string variables, we ob­
tain 

H+: = !(PT + Ps ) + (T.I + S,I) - liiiiii 

= (p_)o(ii- -pO(u) - (2ii+)-lii i iii)-:::;0 (4.20) 

and 

H_: = !(PT - Ps ) - (T.I - S.I )-Iaiai 

= (p_)o(a- +pO(u) - (2a+)-laiai)-:::;0; (4.21) 

these functions obey an Abelian Poisson algebra. 
To construct the representatives of diff(M) we proceed 

as follows. Fix a set of coordinates X ± on M by letting 
X ± E( - 00,(0) and making the identification 

X+ -X--X+ -X- +41T. 

If we define 

X ± (u) = (T(u) ± S(u»), (4.22) 

P± =~(PT±PS)' (4.23) 

then we can identify X ± (u) as an embedding of S I into M 
expressed parametrically in the coordinates X ±. The corre­
sponding embedding deformation generators are given in 
(4.20) and (4.21). Given a vector field Von M representing 
VEdiff(M), we take its components in the coordinate basis 
provided by X ± and pull the resulting functions V ± back to 
S I along the embedding (4.22). We use these two functions 
on S I to smear the generators H ± : 

H(n = ( (V+H+ + V-H_), 
Js' 

(4.24) 

where the functions V ± (u) are to be viewed as fixed func­
tionals of the canonical variables (x+,p_,q) through the 
combinations (4.22), (4.13), and (4.14). Either from direct 
computation or as a consequence of our previous work (III), 
the map 
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is once again a homomorphism: 

[H(n,H(W)] = H( - (V.W)). 
Notice that the enlargement ofr to include q andp is crucial 
for this result. 

To obtain a representation of conf(M,g) , we need to 
know how to define conformal Killing vectors. This is slight­
ly subtle since the metric on M is only determined (up to 
conformal rescalings) by the dynamical evolution of the 
string initial data. However, having evolved the data, the 
functions X ± (u) have the interpretation of embeddings rel­
ative to a null coordinate system on M. Hence the restriction 
of the components of a conformal Killing vector v to such an 
embedding takes the form 

v± (u) = v±(X ± (u»). (4.25) 

Thehomomorphismfromconf(M,g) intoC "" (r ,R) isgiv­
en by 

v ..... v-+H(v), 

where 

H(v) = ( (v+H+ + v-H_). 
Js' 

(4.26) 

As before, rather than view conf(M,g) as a subgroup ofthe 
dynamical group Diff(M), we can emphasize its role as a 
symmetry group for the string via the homomorphism 

v-+v-+P(v), 

P(v) = ( (p_)o[v+(ii- -pt5(u») 
Js' 
+ v-(a- + p o(u»)], 

and the antihomomorphism 

v-+v-+b(v), 

b(D) = ( - (p_)o[v-(2a+)-laiai 
Js' 

( 4.27) 

+ v+ (2ii+) - liiiiii] . (4.28) 

Using the fact that v+ (u) and v- (u) are fixed functionals of 
x+ ,p _, andqthrough the combinations X + (u) andX - (u), 

respectively, we have 

[P(v),P(w)] = P( - [v,w)) 

and 

[b(v),b(w) 1 = b( [v,w]). 

As in Sec. III A, the functions b(v) are symmetry genera­
tors, i.e., constants of motion, while the functions P(v) are 
generators ofa conditional symmetry, i.e., they are constants 
of motion modulo (4.20) and (4.21). 

The "diffeomorphism Hamiltonian" H(n generates 
the dynamical evolution associated with the embedding de­
formation 

xn(u) -+xn(u) + va(x(u»), 

exactly as in Sec. III A. It is therefore a simple matter to 
make the identification 
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and write the solutions to the many-fingered time Hamilto­
nian equations for the transverse variables. Thus 

Xi[X+,p_,q](a) =/,,[X+(a)] +gi[X-(a)] 

and 

(4.29) 

Pi [x+,p_,q](a) =8ij(X+.1 P,+ -X-,Ig j
,_), (4.30) 

where/"(X +) andgi(X -) are any two functions which sat­
isfy 

/,(X+ +21T) +gi(X- -21T) =/i(X+) +i(X-), 

are solutions to 

8Xi i 
---= [x,H± (a)], 
8X ± (a) 

8Pi 
---= [p"H+ (a)]. 
8X ± (a) -

The solutions for the remaining degrees of freedom 
(x- )0 and (p_ )0 are easily obtained by virtue ofthefact that 
they are constants of motion. This can be seen by observing 
that the coordinates on r* defined in (4.13 )-( 4.18) are ca­
nonical and in this chart H ± are functionals of the embed­
ding and transverse variables only. Thus the functional dif­
ferential equations for the two remaining phase space 
coordinates take the simple form 

8(x-)0 = [<x-)o,H± (a)] =0, 
8X ± (a) 

8(p_)0 = [(p_) ,H (a)] =0. 
8X ± (a) 0 ± 

Solutions to these equations are, of course, 

(x-)o = a, 

(p_)o=b, 

(4.31 ) 

(4.32) 

where a and b are constants. 
To complete the specification of the solutions, we again 

should match the solutions to an initial data set. This is done 
as follows. Choose an initial data surface by specifying the 
initial values Xa(a) for the embeddings. On that surface 

specify the initial data [( x- )0'( p_ )O,Xi,Pi]' Initial data 
for the embedding momenta are fixed by the constraints 

-P - (X- + )-1= =i + - - ,I a i a, 
-P - (X-- )-I--i 

_ - ,I aia. 

(4.33a) 

(4.33b) 

Since the constraints are first class, they continue to hold 
throughout the dynamical evolution; hence (4.33) fixes the 
evolution of the embedding momenta in terms of the trans­
verse dynamics. The tranverse initial data are also con­
strained [via (4.10) or (4.11)] [From (4.28), this con­
straint function represents the action on the transverse string 
variables of a conformal isometry which is generated by the 
conformal Killing vector field tangent to the circles 
T= const]: 

f (X+.1 )-Iaiai + (X-,I )-Iaiai) = O. (4.34) 
Js' 

Again, this constraint is first class and need only be satisfied 
initially. In terms of the original string coordinates, (4.33) 
and (4.34) are equivalent to 

1784 

a- = (2a+)-lai ai, a- = (2a+)-lai ai, P = o. 
With the constraints taken care of, we can now match 
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the solutions to the initial data. For example, let the initial 
embedding be an element of the preferred foliation associat­
ed with the coordinates xa = (T,S) i.e., let 

T(a) = 0, Sea) = a. 
Then the solutions (4.29 )-( 4.32) become uniquely deter­
mined functionals of the embed dings via 

Xi[X ](a) = +[ Xi(X + (a») + xii - X - (a») 

Pi [X] (a) 

= H X +,1 (a) (Xi, + (X + (a») + Pi (X + (a»)) 

+X-,1 (a) (x i._ (-X-(a») 

-pil -X-(a»))], 

(x-)o=(x-)o, 

(p-)o= (p-)o' 

(4.35) 

(4.36) 

(4.37) 

(4.38) 

We can, if we like, specify the solutions by incorporating 
the initial data surface into a (freely specifiable) one-param­
eter family of embeddings: 

x a = xa(a,7'), where Xa(a,O) = Xa(a). 

A preferred choice is, of course, given by 

T(a,7') = 7', 

S(a,7') = a. 

(4.39) 

( 4.40) 

Translating expressions (4.39) and (4.40) back into the 
original string variables, we find that this choice of foliation 
corresponds to working in the light-cone gauge. Thus (4.39) 
becomes 

x+ = - (p_)o7', 

while the derivative of (4.40) yields 

p- = (p-)o' 

The solutions (4.35) and (4.36) then take the familiar form 

x i(a,7') = +(xi(a + 7') + xi(a- 7') 

+ iu+ l' dy pi(y»), Pi = Xi' 
17-1' 

while the constraint on the transverse initial data becomes 

{ PiXi.1 =0. 
Js' 
The reduction to the light-cone gauge can be viewed as 

the final step in a sequence of reductions beginning with the 
phase space r' of Sec. III A. In this reduction we first elimi­
nate the embeddings by identifying them with the light-cone 
variables, as we have just described (this can be thought of as 
gauge fixing). The embedding momenta are then eliminated 
by solving (3.5). The remaining constraints can be taken as 
Pa:::;O which, having solved (3.5), become constraints on 
the string data of exactly the form (4.20) and (4.21). The 
final step in the reduction amounts to imposing the light­
cone gauge conditions (4.39) and (4.40), whereby we fix the 
allowable embeddings to be leaves of a foliation adapted to 
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conformal coordinates. These coordinates are (effectively) 
defined by the string itself. 

Of course, the initial identification of the embedding 
variables from r' with the string variables is permissible only 
if the combinations (4.13) and (4.14) [with the identifica­
tion (4.9)] truly define spacelike embeddings. This require­
ment effectively amounts to the validity of the inequality 
[see (3.17)] 

(4.41 ) 

As we shall see, the inequality (4.41) is not satisfied precise­
ly when the light-cone gauge fails to be admissible. Byadmis­
sible we mean that every dynamical trajectory in r can be 
deformed by the induced action of a diffeomorphism on M 
into a trajectory which satisfies (4.39) and (4.40). Thus 
consider the equations of motion for the putative embedding 
variables: 

X±=(NI±N)X±.I' (4.42) 

Representing the diffeomorphism locally as a coordinate 
transformation, the Jacobian for the transformation from 
the (almost) global coordinates (0',7) to the (conformal) 
light-cone gauge coordinates is given by 

/ =X+X-,l -X-X+,I' 

Using (4.42) we have 

/ = 2NX+,IX-,I' 

By assumption, N =/= 0; thus the coordinate transformation is 
a good one only when X+,IX-,1 =/=0, Moreover, given a 
nonvanishing Jacobian, we can pass to the light-cone gauge 
only if X+,IX-,1 <0, for if X+,IX -,I >0 we have 

(1'.1)2 - (S,I )2>0. 

Setting T = 7 then leads to a contradiction, Hence the light­
cone gauge is admissible only if 

X+,IX-,I <0, (4.43) 

which is just (4.41). It has been noted in the literature l2 that 
for the open string, the transformation to light-cone gauge 
coordinates is singular. We will now indicate how similar 
difficulties arise (in a somewhat more severe manner) for 
the closed string which is of interest here. To do this, we 
should be quite specific on how the closed string phase space 
is to be defined. As mentioned in Sec. II B, a (slightly gener­
ous) definition of r is the cotangent bundle over the space of 
smooth embeddings of a circle into d-dimensional Minkow­
ski space such that the metric induced on the circle by pull­
ing back the Minkowski metric on Md is positive definite, 
(Here we ignore the q, p extension of r as it is irrelevant for 
the discussion to follow.) This restriction on the string vari­
ables translates into 

X",IX,.,1 >0. (4.44) 

Further, at least classically, we can restrict our attention to 
the constraint surface fc r obtained by imposing (2.47) 
and (2.48) or equivalently (4.1) and (4.2). These require­
ments are most transparent when they are written in terms of 
the a", a" variables introduced previously. Thus f is de­
fined as that subspace of r that satisfies 

a "a,. = 0, (4.45a) 
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a "a,. = O. (4.45b) 

The requirements (4.45) are just a restatement of the con­
straints. Geometrically, (4.45) tell us that at each point of 
the string (labeled by 0') a", a" are a pair of null vectors in 
Md. Modulo (4.45), (4.44) can be written as 

- a "ap > O. (4.46) 

Equation (4.46) implies that the two null vectors at each 0' 

are linearly independent and are given the same orientation 
in Md. Without loss of generality, we can assume that both 
a P(O') and a ,.(0') are future oriented. Similarly, we will 
assume that the vectors k", I" are future oriented. Now, the 
admissibility of the light-cone gauge (4.41) translates into 

a+a+ >0. (4.47) 

Off off, that is, if we only impose (4.44), it is easy to see that 
(4.47) need not be satisfied. If we restrict attention to f, i.e., 
impose (4.45), it can be shown that the requirements ( 4.45) 
and (4.46) are inadequate to guarantee the strict inequality 
(4.47). 

Let us first show that we cannot reverse the inequality in 
(4.47). To see this, note that since a p and a" are future 
pointing null vectors, they have a negative definite scalar 
product with the timelike vector t P: = k ,. + I P: 

apt" <0, a,.t P <0. 

Thus we have 

a+ +a->O, a+ +a->O. 

Furthermore, from (4.45) the products a+a- and a+a­
are positive semidefinite. Hence we conclude that the set of 
functions (a ± ,a ± ) are all greater than or equal to zero; in 
particular 

a+a+;;;.O. 

Unfortunately, we cannot make the above weak inequality a 
strong one. A simple example will be sufficient to demon­
strate this. 

Consider the following point(s) in f: 

aP=~k"+I"+ (cosO')sf + (sinO')s~, 
a P = (sin2 O')k P + I" + (V'2 sin O')s), 

where ~ are a set of d - 2 spacelike orthonormal vectors, 
labeled by i, orthogonal to k" and I". (Note that this exam­
ple requires d;;;.5.) These data uniquely determine p,. (0') 

and fix x P(O') up to an irrelevant additive constant. It is 
easily verified that this initial data set satisfies (4.45) and 
( 4.46) at each O'. As for (4.47), we have 

a+a+ = ~ sin2 0';;;.0. 

Thus the transformation to the light-cone gauge from this 
point in phase space is singular at 0' = O. Notice that the 
intrinsic geometry generated by the above choice of initial 
data is perfectly regular. If we evolve the data into a string 
solution using conformal coordinates for 0' and 7, we find 

a "(0',7) = ~ k" + F + cos(O' + 7)S f + sin(O' + 7)S~, 
a P(O',7) = sin2(O' - 7)k" + I" + v'2 sin(O' - 7)S). 

The induced metric on M is then given by 

ds2 = (1 + 2 sin2(O' - 7») ( - dr + d~). 
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This metric is completely nonsingular. Moreover, the corre­
sponding curvature vanishes on all of M. Thus in terms ofthe 
intrinsic geometry, the initial data consist merely of a non­
standard slice of a flat cylinder. 

The above example illustrates the fact that strictly 
speaking, the functions H (n are not globally defined on r' 
or even r. It may be that the necessary weakening of the 
inequality in (4.47) is rather harmless: If we work with the 
constraint surface as defined by (4.7) and (4.8) one can 
certainly imagine a limiting procedure in which the diffeo­
morphism Hamiltonians remain defined at the points of r 
where the light-cone gauge fails. Alternatively, we can sim­
ply redefine the phase space such that for a given choice of 
k I' and II' the inequality (4.47) holds. This is being done 
implicitly whenever one uses the light-cone gauge in string 
theory. The redefined phase space, being a dense subset ofr, 
may differ insignificantly from r itself, e.g., the light-cone 
gauge only fails on sets of measure zero in r. If this were 
true, it would seem to imply that the corresponding quantum 
theory would be unaltered by using the more restricted 
phase space. However, the inequivalence oflight-cone gauge 
and "covariant" quantization away from the critical dimen­
sion suggests otherwise. Clearly, a complete understanding 
of the difficulties associated with the light-cone gauge will 
require a separate investigation; we hope to pursue this in a 
future publication. 

To summarize, insofar as the light-cone gauge is admis­
sible, we have succeeded in finding a relatively simple repre­
sentation of diff(M) on (a slight extension of) the usual 
string phase space. Other, more complicated representations 
can, of course, be contemplated. For example, one could use 
the component of x I' along a timelike vector in M d to define 
the "many-fingered time." The corresponding gauge condi­
tions would certainly be admissible. And it would seem that 
one could represent diff(M) globally on r (or at least f). 
We have refrained from following this avenue for pragmatic 
reasons: The corresponding preferred coordinates are not 
conformal and one must contend in the quantum theory 
with unwieldy (square root) operators. 

v. BRST EXTENSIONS 

We hardly need emphasize the central role that the 
BRST formalism has played in string quantum mechanics 
and string field theory. More generally, it is currently being 
revealed 13 that this way of dealing with constrained systems 
provides an elegant unification between the classical Hamil­
tonian structure of such systems and their canonical or path 
integral methods of quantization. Consequently, it is useful 
to extend our method of representing diff(M) to include the 
phase spaces that are enlarged by the introduction of the 
ghost variables that feature in the BRST formalism. Our 
goal in this section will be to obtain BRST extensions of the 
functions (3.5) and (3.50) and (4.20) and (4.21). Since 
these "diffeomorphism Hamiltonians" are constrained to 
vanish, their extended versions should arise as cohomologi­
cally trivial functions on the BRST phase space. 

Let us begin with the phase space r' obtained through 
the use of the conformal gauge. The specific form of the 
BRST charge n: that we construct will depend on how we 
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choose to represent the constraint surface r '. Of course, 
there will be an infinity of choices, but all the resulting BRST 
charges can be shown to be related by canonical transforma­
tions on the BRST-extended phase space (this is one of the 
most beautiful features of the classical BRST formalism). 
For our purposes, it will be most convenient to represent r ' 
by 

H~::::;O (5.1 ) 

and 

(5.2) 

Local coorc!!nates on the extended phase space, which 
will be denoted r', consist of the string and embedding vari­
ables introduced previously along with the Grassmann-val­
ued ghost coordinates (r( ,TJ, r/) and their respective conju­
gate momenta (&' a'&' ,9 1), The triplet (TJa,TJ,TJ 1

) consists, 
respectively, of a pair of scalar functions, a scalar density of 
weight minus 1, and a vector (all with respect to S I). The 
corresponding conjugate momenta are, respectively, a pair 
of scalar densities of weight 1, a density of weight 2, and a 
covector density of weight 1. The only non vanishing (sym­
metric) Poisson brackets are 

[TJa(O'),&' {3 (0')] = - O'PO(O',O") , 

[TJ(0'),9 (0")] = - 8(0',0'), 

[TJ1(0')'&'1(0')] = -8(0',0"). 

To obtain .0', we will need the Poisson brackets between the 
constraint functions chosen in (5.1) and (5.2). We have 
already seen that the functions in (5.1) obey an Abelian 
algebra, while the functions of (5.2) obey the Dirac algebra 
(2.54 )-(2.56), which is isomorphic to diff(S I) ~ diff(S I). 

The rest of the Poisson brackets are given by 

[H'(N),H(M) ] 

= ( - y-1/2na Na[ (aIM)JY'1 + al (MJY'I)] 
Js' 

+ ( X~Na[(aIM)JY'+al(MJY')] (5.3) 
Js' 

and 

[H'(N),H(M 1
)] 

= ( -y-1/2naNa[(aIMI)JY'+al(MIJY')] 
Js' 

+ ( X~Na[(aIMI)JY'1 +al(M1JY'1)]' (5.4) 
Js, 

Relations (5.3) and (5.4) define the remaining first-order 
structure functions. Notice that these functions are not sim­
ply constants, i.e., the Poisson algebra of the constraints 
(5.1) and (5.2) does not represent a Lie algebra. Hence it is 
possible that there exist higher-order structure functions. 
Fortunately, it can be verified by direct computation that 
these functions can be set to zero. This can be seen without 
undue labor by noticing that the nontrivial first-order struc­
ture functions are functionals of the embeddings only. Using 
this fact, it is easy to infer from the definition of the second­
order structure functions (B8) that the second-order (and 
hence all higher-order) structure functions can be set to 
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zero. [The crux of the argument is that there is no combina­
tion of constraints which involves only r (u).] The BRST 
charge then takes the form 

0.' =~' + r (1]aH~ + 1]K + 1]IK 1), (5.5a) 
Js' 

where 

~'= l,(~ 1]-y-1/2na1]a)[(al1]).9I+al(1].9I) 

+ (a l 1]I).9 +a l (1]I.9)] 

+ l,(~ 1]1 +X~1]a)[(al1]).9 +a1(1].9) 

(5.5b) 

It is straightforward, if somewhat painful, to check that the 
BRST transformation-the canonical transformation gen-

A 

erated by n'-is a nilpotent transformation on r': 

[0.',0.'] = O. 

Given the (trivial) observables H~, there is a systematic 
way of obtaining their BRST invariant extensions (modulo 
the addition of cohomologically trivial functions). 13 How­
ever, with our choice of 0.', it is easy enough to guess their 
construction. The cohomologically trivial functions defined 
by 

it (u): = [ - .9 a (u),n'] (5.6) 

have all the properties that we desire: They are BRST invar­
iant and equivalent (in the sense of BRST cohomology) to 
zero. Moreover, by direct calculation or using the results of 
Appendix B, they satisfy an Abelian Poisson algebra: 

(5.7) 

Equation (5.7) is obtained thanks to the Abelian algebra 
satisfied by H~, from which the cubic ghost terms in 0.' are 
no more than linear in 1]a. 

Upon computation of the bracket in (5.6), we find 

H' =H' _y-1/2n ~h+XI~h a a a a l' (5.8) 

where 

~h= (a11]).9 1 +a l (1].9 I ) + (al 1]I).9 +al (1]I.9), 

(5.9) 

£1h= (al1]).9 +a1(1].9) + (al1]I).9 1 +al (1]1.9 1). 
(5.10) 

From (5.8) we see that H~ consists of the original diffeo­
morphism Hamiltonian plus the ghost corrections ~h and 
£1\ which are generators for the ghost dynamical evolu­
tion associated with normal and tangential deformations of a 
given embedding. As such, the functions (5.9) and (5.10) 
obey the two-dimensional Dirac algebra. This fact guaran­
tees (5.7) and we again have the homomorphic mappi9$ 
from diff(M) into the Poisson algebra of functions on r' 
given by 

v-. V-.H'(n, 
rihn,H'(U)] = H'( - [V,U]). 

Given a choice of a space-time vector field V [or altema-
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tively, ~ve~ a choi.£e ~lapse and shift (N,N I)], the Hamil­
tonian H' (V) [or H' (N) ] generates the appropriate dynam-

A 

ical evolution in r'. To recover the standard conformal 
gauge evolution in the BRST -extended phase space, we can 
choose the foliation to be that given by the auxiliary struc­
ture 

Xa(u,r) = y(a)(u,r), 

which implies 

N= 1, N 1 =0. 

Any foliation described by this choice oflapse and shift will 
yield the conventional conformal gauge evolution of the 
string and ghost variables. 

What has been done for r' can also be done for r". The 
constraint surface is conveniently specified by 

H;;zO, ( 5.11) 

(5.12) 

A(a) zOo (5.13) 

The first-order structure functions associated with (5.11) 
and (5.12) are formally identical to (2.54)-(2.56) and 
(5.3) and (5.4) (withH~ ..... H;;) exceptnowy-1/2na and 
X~ are functionals ofbothXa(u) andp(a)(u) via (3.47)­
(3.49). New structure functions arise from Poisson brackets 
between A(a) and H;;. If we define 

A(v): = r v(a)A(a) , 
Js' 

then 

[A(v),H"(M» = r v(a)MP [ - y-Inpny( y-I)[a) 
Js' 
x (K + y(E),8X8.IA(£).I) 

+ ( y-I)Y y-1/2n Xl (K 
(a) p y 1 

+p(8)A(8),1) +X1A(a).I]' (5.14) 

The first-order structure functions include non-constant 
functions on r" due to the appearance of y-I/2na , X~, 
y(a).p, and (y-I )<p>' Nevertheless, as before, the second­
order structure functions can be set to zero. This is essential­
ly because there is no combination of the constraints that is a 
functional of xa(u) andp(a)(u) only. 
A The BRST charge will be a function on the phase space 
r", which has local coordinates given by those chosen ear­
lier for r' along with (A<a) , p<P» and the additional ghosts 
(1]<a), .9 <P) ). The ghost 1]<a) is a pair of (Grassman val­
ued) scalar densities of weight 1, while its conjugate momen­
tum .9 <p> consists of two scalars: They satisfy the Poisson 
brackets 

In these coordinates 0." takes the form 

0." = ~"+ ~' + i (1]aH;; 
s' 

(5.15 ) 
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where 

~"= r Tj(a)r/ [ - y-Inpny(y-I)ra) 
Js' 
x (9 + Y«).bXb.1 9 (<'"),1 ) 

+ (y-Ina)y-1/2npX~(91 +IIY)9 Uj ),I) 

+X19(a),I)]' (5,16) 

It is important to keep in mind that in (5.15) ~'is given by 
(5.5b), but na and X'; are to be thought of as functionals of 
Xa(a) and,u(a)(a) via (3.47)-(3.49). 

As before, a BRST invariant extension ofH; is obtained 
from the following Poisson bracket: 

H;(a): = [- 9 a(a),n"] = H;(a) 

_y-1/2nuJf"gh+X,;$1h+ V;, (5.17) 

where 

V; = - y-1/2n
u 

Tj(P) [ - y-1/2ny (Y -I np) 

X (9 + Y«),,5X b,1 9 «),1 ) 

+ (y-InPlX~(91 +,u(b)9(b),I)] 

+ X'; Tj(!3) 9 (t1),I' (5.18) 

Once again, by virtue of the Abelian Poisson bracket algebra 
obeyed by H;, we have 

[H; (a), Hr; (a')] = O. 

The mapping 

V-+V-+H"Ol 
then serves to represen,!.. diff(M) in terms of cohomologically 
trivial observables on r". 

Finally, we tum to the phase space r* of Sec. IV. The 
constraints on this phase space consist of the vanishing of the 
diffeomorphism Hamiltonians (4.20) and (4.21): 

Ha:::::O, 

along with the "shift of origin" constraint (4.34): 

R:= r (X+.I)-la;iii+(X-,I)-laiai):::::O. 
Js' 

These constraint functions satisfy an Abelian Poisson 
bracket algebra; hence the BRST charge takes its simplest 
possible form. In terms of canonical variables on r* consist­
ing of the string variables of Sec. IV and the ghost canonical 
pairs (Tju,9 a), (Tjo,9 0), where the latter variables are con­
stants on S I, we have 

(5.19) 

The BRST extensions of the constraint functions are just the 
functions themselves: 

it = [ - 9 u,n] = H a , 

R = [ - 9 0,0.] = R. 

(5.20) 

(5.21 ) 

We see that the representation of diff(M) on f" is a 
trivial extension of what was done in Sec. IV for r* . 

The investigations of McMullan and Paterson 14 have 
revealed that the Abelian constraint functions play an im-
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portant role in arriving at consistent factor orderings for the 
non-Abelian (i.e., projected) constraint functions by using 
the BRST formalism in the quantum theory. It is therefore of 
interest to relate 0. defined above to the BRST charge n 
associated with the projected constraints: 

(5.22) 

where 

(5.23 ) 

The charges nand n are related by a canonical transforma­
tion on f· . Define 

the canonical transformation is obtained by first performing 
(4.13 )-( 4.18) and then making the transformation 

Tj± =(X±,I)Tj(±), 

9 ± = (X ± ,I ) - 19 (± l' 

P± =P± +J1 [(X±,I)-ITj(±)9(±)], 

(5.24) 

(5.25 ) 

(5.26) 

along with the identity transformation on the remaining 
variables. 

In contrast to gauge theories, where constraints are lin­
ear in momenta, this transformation is not a point transfor­
mation; it necessarily mixes the original string coordinates 
and momenta through the functionals X ± (a). Note, how­
ever, that once the transformation (4.13)-(4.18) has been 
made, the subsequent Abelianizing transformation (5.24)­
(5.26) is a point transformation on f· . In other words, in a 
manifestly parametrized theory, the transformation from 
the projected constraint functions to the unprojected con­
straint functions is a point canonical transformation in the 
BRST phase space. 

VI. THE ROLE OF THE CONFORMAL GROUP 

We have now exhibited several string phase space repre­
sentations of the Lie algebra diff(M). However, as pointed 
out in Sec. II, we cannot expect to be able to "exponentiate" 
the corresponding infinitesimal canonical transformations 
to yield a canonical representation of the full group Diff( M). 

The difficulty stems from the way in which the diffeomor­
phisms act on the spacelike embeddings [as in (2.28)] to 
produce, in general, nonspacelike embeddings. 

One is naturally led to ask if there exist interesting sub­
groups of Diff(M) which do preserve the spacelike character 
of the embeddings. Generalizing for a moment to an n-di­
mensional manifold M n with Cauchy surface ~, the answer 
is essentially negative. It is true that if a metric gab on M n 

admits Killing vectors, then the corresponding conserved 
charges do generate a subgroup which is representable on 
Emb g (~,M n). To see this, consider two embeddings related 
by <pEDiff( M n) : 

(6.1 ) 
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If the original embedding is spacelike, the induced metric 

y=X*g 

is positive definite. The metric induced on the new embed­
ding is obtained via 

r = X*g = (rP°X)*g = X*(rP*g)· 

If rP is generated by a Killing vector, then 

rP*g = g 

and the new embedding is also spacelike. In fact, we see that 
all we really need is for rP to be a conformal isometry since 
then 

rP*g = e2'1'g 

for some nonvanishing function IJI: Mn ..... R. In this case the 
dynamical field of interest must have a Weyl invariant action 
functional in order to produce the appropriate conserved 
charge, which then serves to represent the conformal group 
of isometries. 

For a generic space-time (M n,g) there are no conformal 
isometries or at best, a finite-dimensional group of them. In 
our two-dimensional cylindrical space-time the situation is 
much more interesting. Indeed, the dimension and topology 
of M = R X S I admit an infinite-dimensional group of con­
formal isometries irrespective of the metric (see Appendix 
A). The phase space of the Weyl invariant string will then 
carry a representation of this rather large group. As we have 
already seen, the conformal group serves as a symmetry 
group for the string. What is a bit more surprising is that this 
group can also play the role of a dynamical group. If 
Conf(M,g) is to allow this reinterpretation, we must show 
that any two spacelike embeddings can be linked by the ac­
tion of a conformal isometry. This result, implicitly con­
tained in the fact that the two-dimensional Dirac algebra is 
isomorphic to conf(M,g), can be directly demonstrated as 
follows. 

Consider two spacelike embeddings related by a diffeo­
morphism as in (6.1). We will show that there exists a con­
formal isometry ¢EConf(M,g) such that 

X = ¢ox. (6.2) 

The proof is by construction. Introduce a conformal coordi­
nate system X ± on M: 

ds2 = - e'w(XldX+ dX-; 

for a manifold homeomorphic to R 2 this is a global coordi­
nate chart. For our cylindrical space-time some care is need­
ed at the points that are identified to produce circles. As 
summarized in Appendix A, within this chart conformal iso­
metries are characterized by a pair of one-dimensional dif­
feomorphisms 

(6.3 ) 

[in the notation of Appendix A this is case (i); case (ii) is 
handled similarly]. Next, we use the fact that the null geode­
sics X ± = const intersect each spacelike embedding 
(Cauchy surface) once and only once, so that both X+ and 
X- serve as good coordinates on the embedding. In particu­
lar, the functions X ± = X ± (a) are invertible, i.e., we can 
form 
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or 

Given any rPEDiff(M) that preserves the spacelike character 
of an embedding, we construct the corresponding 
¢EConf(M,g) via 

¢±(X±)=rP±(a(X±»), (6.4) 

where 

rP(a) = rP(X(a»). 

That the conformal isometry (6.4) does the job (6.2) IS 

guaranteed by the identity 

X ± (a) = ¢±(X ± (a») = rP±(aX ± (a») 

=rP±(a) =X±(a). 

Thus in two dimensions, the symmetry group 
Conf( M,g) can in fact also be taken as the dynamical group. 
That this is a somewhat remarkable occurrence can be seen 
by comparing the present situation with that arising in ca­
nonical geometrodynamics: There, the Poisson algebra of 
constraints ("hypersurface deformation algebra") is not a 
true Lie algebra. With some labor (analogous to what was 
done in Sec. III) one can extract a realization of the dynami­
cal algebra diff(M), but no subgroup of Diff(M) exists 
which can play the role of the dynamical group. In string 
theory, the hypersurface deformation algebra (2.54)­
(2.56) is a true Lie algebra isomorphic to conf(M,g) and, as 
we have just seen, is associated with a group representation 
on the string phase space. It has, of course, been known for 
some time (and from various perspectives) that the confor­
mal group plays a fundamental role in string theory. We now 
see that from the perspective of hypersurface dynamics, 
Conf(M,g) is a valid substitute for the would-be dynamical 
group Diff(M). 

VII. DISCUSSION 

The multiplicity of ways that we have uncovered to rep­
resent diff(M) for the canonical string each has its own ad­
vantages and disadvantages. It is amusing to note that all the 
ways of making the canonical string manifestly covariant 
rest on the validity of associated gauge choices, in particular 
the conformal, harmonic, and light-cone gauges. Using the 
conformal and harmonic gauges we were able to construct 
diff(M) comoments which were globally defined on the re­
spective extended phase spaces r' and r" . Moreover, mani­
fest (target space) Poincare covariance is maintained 
throughout. The price we pay is that we must extend the 
usual string phase space. Whether or not these extended 
phase spaces have a useful role in string theory remains to be 
seen. We should point out that r' has featured in one ap­
proach to string field theory. IS We have not investigated 
whether a corresponding approach using r" is viable. From 
the gravitational perspective, r' is analogous to the extended 
phase space based on the Gaussian coordinate conditions 
used in Ref. 2. The space r" serves as a useful model for the 
generalization of the techniques of Ref. 2 to the harmonic 
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gauge in general relativity. Here the string is serving its pur­
pose as a gravitational paradigm quite well: The techniques 
developed in Sec. III B have a straightforward generaliza­
tion to geometrodynamics in the harmonic gauge. 16 We are 
thus able to tie up a loose end left dangling in Ref. 2. 

When we try to represent diff(M} on the usual string 
phase space r, a fairly large price must be paid. First, strictly 
speaking, the use of an enlarged phase space (r* ) is neces­
sary owing to the "shift of origin" symmetry which remains 
after passing to the light-cone gauge (this problem is absent 
for the open string). The definition of the embedding mo­
mentum Ps that accompanies the enlargement is somewhat 
cumbersome: From (4.16) we see that Psis a distribution 
(off the constraint surface). Ultimately, this feature of the 
formalism has its origin in our use oflocal coordinates on the 
circle. A global, coordinate-independent treatment would 
make the extraction of the embedding phase space a bit more 
elegant. We will present this improvement elsewhere. A 
more serious drawback of using r* to represent diff(M} is 
that the diffeomorphism Hamiltonians are not globally de­
fined on r* . As was shown, this difficulty is intimately asso­
ciated with the failure of the light-cone gauge. Finally, it is 
necessary to break manifest Lorentz invariance in order to 
extract the embedding phase space from r* . Classically this 
is of no real consequence. By translating the usual Poincare 
group generators using (4.13}-(4.18), one can show that 
the Lie algebra is still realized. A corresponding statement 
may not survive quantization, as will be discussed below. 

A preliminary investigation of the quantum mechanical 
representation of diff(M} is given in Ref. 5. Let us summa­
rize here the gist of this work. The strategy of Ref. 5 is to use 
the fact that, as shown here, the canonical string can be expli­
citly reformulated as a parametrized field theory. Quantiza­
tion of parametrized scalar fields on cylindrical space-times 
has been extensively studied in Ref. 17. Using the techniques 
developed there, we have reached the following results. The 
quantization based on r' does allow for an anomaly-free rep­
resentation of diff(M} for any value of the target space di­
mension d. Thus it is consistent to select physical states by 
requiring that they be annihilated by the (suitably ordered) 
quantum mechanical diffeomorphism Hamiltonians. How­
ever, one still must impose the original constraints (2.47) 
and (2.48). To do this consistently, one must therefore also 
represent the conformal symmetry group on the string Hil­
bert space. This can only be done projectively. Thus within 
the canonical framework we recover the results of Polya­
kov3 : diff(M} covariance is maintained at the expense of 
conformal symmetry. As expected, by incorporating the 
BRST ghosts, according to Sec. V, Conf(M,g} can be repre­
sented without anomaly in the critical dimension d = 26. 
The quantization based on r" has not been followed in 
Ref. 5. 

When we study the quantization based on r* , we find 
again that diff(M} can be represented without anomaly irre­
spective of the value of d. Since the diffeomorphism Hamil­
tonians are now just combinations of the original constraint 
functions (2.47) and (2.48) [modulo (4.11)], this means 
that a true "Dirac quantization" is possible within this 
framework. The symmetry group Conf(M,g} is still projec-
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tively represented (now only for the transverse variables), 
but this is of no consequence for quantization a fa Dirac. Of 
course, it is necessary to sacrifice manifest Lorentz invar­
iance to achieve this result. Ifit could be shown that Lorentz 
invariance is still present, we would have a new, nontrivial 
quantization of the string away from the critical dimension. 
(Of course, we do not maintain that this quantization needs 
to be useful from the point of view of elementary particle 
physics.) From the quantum gravity perspective, the role of 
the Lorentz group in the quantization based on r* is equally 
interesting. The quantization procedure that allows diff(M} 
to be represented without anomaly necessarily treats the 
kinematic variables, i.e., the embeddings, quite differently 
from the dynamical variables, i.e., the transverse variables 
[modulo (4.11)]. The Lorentz group, if it does act in the 
quantum theory, mixes the kinematical "many-fingered 
time" variables with the dynamical fields. Thus we have, in a 
rather simple setting, a good model for exploring the role of 
time in quantum gravity. At this writing it is unknown 
whether the Lorentz group is represented in the critical di­
mension or otherwise. This issue will be investigated in a 
future publication. 
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APPENDIX A: THE TWO-DIMENSIONAL CONFORMAL 
GROUP 

Here we present some needed results from two-dimen­
sional (Lorentzian) geometry as applied to M = R X S 1. 

Here M can be defined as the Cartesian product of 
( - oo,oo) and [0,217"], with the points 0 and 217" identified: 

M = ( - oo,oo) X [0,217"]. 

Coordinates XO = TE( - 00,00 } and Xl = SE [0,217" I will be 
referred to as "standard coordinates" on M. 

As is well known, because the Euler number of M is 
zero, every metric on M is conformal to a flat metric: 

gab = e2w
1]ab' R(1]} = O. 

Here OJ is a function on M. Without further assumptions, 
neither OJ nor 1] ab is unique. Given a choice for OJ and 1] ab' we 
can introduce conformal coordinates, i.e., standard coordi­
nates on M such that the line element takes the form 

d~ = e2w(Xl( _ dT2 + dS2 }. 

Alternatively, we can introduce null coordinates 
X ± = T ± S such that 

(AI) 

The curves X+ = const and X- = const are null geodesics. 
(Every null curve in two dimensions is a geodesic.) Nonaf­
fine (in general) parameters for X ± = const are provided 
by X=t=. 

The group Conf(M,g} of conformal isometries is that 
subgroup of the diffeomorphism group Diff(M} which has 
the effect of rescaling the metric by a function. More precise­
ly, if f/JEConf(M,g} , then 
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(t/I*g)ab = e2'11gab (A2) 

for some '1': M ..... R. Clearly, t/lEConf(M,g) must also serve 
as a conformal isometry for the conformally related flat met­
ric, i.e., t/lEConf(M,1]). A coordinate expression t/? for t/I is 
most easily obtained in terms of the null coordinates X ± . 

The condition (A2) for the metric (A I) becomes 

t/I+.+t/I-.+=O, (A3) 

t/I+.- t/I-.- = 0, (A4) 
.1.+ .1.- + .1.+ .1.- = e2'11{X). 
'I' .+'1'.- 'I' .-'1'.+ 

The transformation is nonsingular provided that 

J = t/I+.+ t/I-.- - t/I+.- t/I-. + #0. 
From these requirements we have either 

(i) t/I± = t/I± (X ±), t/I+.+ t/I-,- >0 V>O) 

or 

(A5) 

(ii) t/I± =t/I±(X~), t/I+,- t/I-.+ >0 (J<O). 

Infinitesimal transformations in Conf(M,g) are genera­
ted by conformal Killing vectors which, as usual, form the 
corresponding Lie algebra conf(M,g). In the null coordi­
nates introduced above, the conformal Killing equation 

.it' "gab = 2a(X)gab 

implies 

v+ _ = 0 = v-, + . 

Thus v± = v± (X ±) and we conclude that Conf(M,g) is 
disconnected: Type (i) transformations are connected to the 
identity and the corresponding Lie algebra is isomorphic to 
diff(S I) €a diff(S I). Type (ii) transformations are not con­
nected to the identity. 

Finally, we note that a conformal isometry is completely 
determined by its action on the Cauchy surfaces T = const 
in M. This is obvious from the coordinate forms we have 
presented for t/I; given t/I± (S), type (i) transformations are 
determined by 

t/I± =t/I±(S=X±) 

and type (ii) transformations are given by 

t/I± =t/I±(S=X~). 

This result can be generalized to any Cauchy surface 

X± = X ± (0') (A6) 

by using the techniques of Sec. VI. Thus given the restriction 
of a conformal isometry to the circle (A6), i.e., given 
t/I ± (0'), we invert the functions in (A6) and obtain the form 
of t/I valid on all M: 

t/I±(X±) =t/I±(O'(X±») 

or 

APPENDIX B: BACKGROUND MATERIAL ON THE BRST 
FORMALISM 

In this Appendix we give background material on the 
BRST formalism needed for Sec. V. The Hamiltonian ap­
proach to BRST results from the work of Batalin et al. 18 The 
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formalism is described in considerable detail by Henneaux 13 

and for the most part we will follow his notation and conven­
tions. For the purpose of this Appendix it will be necessary to 
suspend the notation developed in the main part of the pres­
ent paper. 

At the classical level, the BRST formalism is a math­
ematically elegant way of capturing the additional structure 
that arises for Hamiltonian systems when one introduces 
first class constraints. I Recall that the basic ingredients of 
such systems consist of a phase space r and a constraint 
surface fc r which can be specified (locally) by the vanish­
ing of a set off unctions on r: 

tPa = 0; (BI) 

these functions satisfy a closed Poisson bracket algebra 

(B2) 

where in general, C~/3 are nonconstant functions on r. All 
physical dynamics take place on f. However, as a result of 
(B2) the Hamiltonian vector fields associated with tPa are 
both tangent and normal to f; hence f cannot be a symplec­
tic submanifold ofr. The physical symplectic manifold can 
be defined by a complete set of "observables," which are 
functions on r which are weakly "gauge invariant" in the 
sense that the variation of the observables associated with 
the infinitesimal canonical transformations generated by the 
constraint functions vanishes upon restriction to f. Thus if 
A: r -R is an observable, we have 

(B3) 

for some functions A~. Any two observables that differ by a 
combination of constraint functions are considered equiva­
lent: 

(B4) 

where A a are functions on r. In particular, the functions tP a 
are equivalent to zero. In gauge theories the observables are 
simply the (weakly) gauge invariant functions. In parame­
trized theories, which are of central interest here, the "obser­
vables" can be identified with the constants of motion. 

All the pertinent information contained in the con­
straints (e.g., the constraint algebra, etc.) can be neatly 
stored in a single function on an extended phase space r ~ r; 
this function is the BRST charge D.. Here r can be obtained 
by introducing the Grassmann-valued "ghosts" 1]a and their 
conjugate momenta g; a' The only non vanishing Poisson 
brackets involving these new variables are 

[1]a,g; /3 ] = - 8';. 

Brackets between two Grassmann-odd functions on rare 
symmetric; otherwise, the Poisson brackets are, as usual, 
antisymmetric in their arguments. The BRST charge can be 
specified by two conditions: 

D.(g; a = 0) = 1]atPa , 
[D.,D.] = O. 

(B5) 

(B6) 

The requirement (B5) simply informs D. about the existence 
of f. The requirement (B6) then summarizes the algebra 
(B2), as well as all the identities that arise by taking repeated 
Poisson brackets of (B2) with the constraint functions and 
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using the Jacobi identity. The solution of (BS) and (B6) is 
given by13 

R 

0= l: U~:.::!: "tn 
.. ',,("9 {3n'" 9 {3,' (B7) 

n=O 

The integer R is known as the rank of the constraint func­
tions tPa. The coefficients U are functions on r and are 
known as the structure functions for the constraint algebra. 
In particular, we have the zeroth-order structure functions 

Ua =tPa 

and the first-order structure functions 

U~{3 = - !C~{3' 

The general expressions for the higher-order structure func­
tions are given in Ref. 13. We will only need to know the 
definition of the second-order structure functions. They can 
be defined via 

2U~pytPE = D fa{3y J' 

where 

D ~(3y = [ U~f3'tPy] + 2U~f3 U~K' 

(B8a) 

(B8b) 

All BRST charges constructed in this paper are of rank 1. 
This means that the second-order-and all higher-order­
structure functions can be set to zero. Note that for the rank 
to be 1 it is sufficient, but not necessary that the first-order 
structure functions are constants on r. 

It can be shown 13 that any observable A defined by (B3) 
and (B4) can be extended to a function A on r which is 
BRST invariant, i.e., invariant under the nilpotent canonical 
transformation generated by 0: 

[A,O] = o. (B9) 

The extension of A is unique up to the addition of terms of the 
form 

B = [A,O], (BIO) 

where A is a function on r. Thus it is natural to define BRST 
observables as equivalence classes of functions which are 
BRST invariant; two functions belong to the same equiv­
alence class if they differ by a "cohomologically trivial" 
function of the form (B 10) : 

A-A + [A,O]. (Bll) 

The cohomologically trivial functions are observables, but 
they are equivalent to zero. Note that (B9) is the BRST 
generalization of (B3) and (BII) is the generalization of the 
equivalence relation (B4). 

In Sec. V we are interested in computing the BRST ex­
tensions of the diffeomorphism Hamiltonians which, being 
constraint functions, are trivial observables in the usual 
framework. Their extension should likewise be trivial, i.e., of 
the form (BIO). The key feature of the BRST-extended dif­
feomorphism Hamiltonians is that they take the form of the 
original diffeomorphism Hamiltonians plus ghost represen­
tatives of diff(M). The extended functions must still satisfy 
an Abelian Poisson bracket algebra. To see how this comes 
about, consider partitioning the constraints tPa as 

tPa = (HA,Xa)' 
where H A are to play the role of the unextended diffeomor-
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phism Hamiltonians and X a are any remaining constraint 
functions. Assuming tPa are of rank 1, we have 

0= r(tPa + U~{3r!",a9 y' (BI2) 

The BRST extension of HA is obtained via 

HA = - [9 A,0] =HA -2U~{3",{39y. 
We are interested in computing the Poisson brackets 
between H A • Using the (graded) Jacobi identity we find 

/'.. A A A 

[HA,HB] = [9 B,[0,HA]] - [0,[HA,9B]] 

= 2U~B¢Y + 29 Y [O,U~B] 

+ [9 B,[O,HA]], (BI3) 

where 

¢y: = - [9 y,O]. 

The third term in (B13) can be eliminated, sinceHA is coho­
mologically trivial, by using the Jacobi identity 

A 

[O,HA ] = H 9 M[O,Ol] = O. 

The second term in (B 13) vanishes if U ~B are constants. 
For our purposes, we are interested in the situation where 
these functions actually vanish. In this case, the first term 
also vanishes and we therefore find 

[HA,HB] =0. 

This result is crucial for our representation of diff(M) on r' 
and r" in Sec. V. 

APPENDIX C: NOTATION AND CONVENTIONS 

A.lndices 

Latin indices from the beginning of the alphabet (a, b, c, 
etc.) are abstract indices for tensors on M. Two-dimensional 
coordinate basis indices are denoted by Greek letters from 
the beginning of the alphabet (a, /3, y, etc.); they take the 
values zero and 1. Indices for preferred coordinates associat­
ed with a choice of gauge are further distinguished by paren­
theses [( a ), ({3), etc. ]. General target space indices are de­
noted as upper case Latin letters. When we have a flat 
Minkowski target space, as for the string, we use Greek let­
ters from the latter part of the alphabet to denote compo­
nents with respect to an inertial coordinate frame. The 
spacelike directions orthogonal to a pair of null directions in 
the target Minkowski space are labeled by the Latin indices i, 
j, k, etc. 

B. Coordinates 

Generic coordinates on M are denoted X a
• Preferred 

coordinates are labeled Y (a). Coordinates on R X S 1 are de­
noted as 0'" = (1',u) where 'TE( - 00,00) and 0E[0,21T], 
with u = 0 and (J" = 21T identified. 

C. Metrics and derivative operators 

We use gab to denote a metric on M: It has the signature 
( - + ). Note that this metric is a priori independent of the 
induced metric on the string world sheet. The two-dimen­
sional Minkowski metric in inertial coordinates is denoted 
", a{3' The general target space metric is denoted GAB' The 
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target space Minkowski metric in inertial coordinates is de­
noted 1Jl'v. The signature here is ( - + + ... + ). We use 
the symbols rand r to represent one-dimensional metrics 
induced on spacelike embeddings of circles in M. 

The derivative operator Va on M is torsion-free and 
compatible with gab. The Lie derivative with respect to the 
vector va is denoted .!.t' v. We use a I and the associated com­
rna notation to denote partial derivatives on the circle with 
respect to the coordinate u. 

D. Groups and Lie algebras 

The diffeomorphism group of the manifold Mis denoted 
Diff(M). The generic element is cPEDiff(M). The associated 
Lie algebra is diff(M), with the typical elements U, V, 
WEdiff(M). Similarly, the group of conformal isometries of 
the metric gab on Mis denoted Conf(M,g) , with the generic 
element t/lEConf(M,g). The Lie algebra of Conf(M,g) is 
conf(M,g), with the typical elements v, WEconf(M,g). 

E. Deformation vectors 

Unless otherwise stated, the symbol N a stands for an 
externally prescribed ("e number") smearing field. The 
lapse function N 1 and shift vector N I, obtained by projecting 
N a, are, respectively, a scalar function and a vector on S I. 

The symbol N denotes the lapse density, which is N 1 res­
caled to be a density of weight minus 1 on the circle. Smear­
ing fields that are obtained by restriction of a space-time 
vector va to an embedding retain the same root letter; these 
fields are functionals of the embeddings (i.e., "q numbers"). 

F. Phase spaces 

We use r to denote the usual string phase space. Its 
slight extension, as defined in Sec. IV, is denoted r". We 
obtain r' by adding to r the embedding phase space in con­
junction with the conformal gauge. We obtain r" by adding 
embedding and Lagrange multiplier phase spaces to r in 
conjunction with the harmonic gauge. We denote the phase 
space for harmonic maps from Minto M d by r 0 and ro is its 
embedding-extended counterpart. A caret (e.g., r) over any 
of the above phase spaces denotes their BRST extensions. An 
overbar (e.g., r) denotes the submanifold obtained by im­
posing all relevant constraints. 
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G. Brackets 

The symbol [ , ] is used to represent both Poisson 
brackets and vector field commutators. Which meaning is 
intended in a given expression should be clear from the con­
text. 

H. The symbol X 

The symbol X is used in a variety of ways and its mean­
ing should be clear from the context in which it is being used. 
An embedding of a circle into M is denoted abstractly as X. 
Its coordinate form is xa(u). A one-parameter family of 
such embeddings, i.e., a foliation of M, is also denoted ab­
stractly as X: Its coordinate form is Xa(u,r). As described 
above, xa represent generic coordinates on M. 
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A general solution of the geodesic deviation equations in the Schwarzschild space-time is 
presented. It is found in a rigorous form with the aid of a recently formulated method of 
integration of the Hamilton-Jacobi type, and is applied to a study of the behavior of a cloud of 
particles freely falling into the Schwarzschild singularity. Presuming that the cloud of such 
particles provides one with a measure of strength of the singularity of a field, a similar problem 
of freely falling particles is also solved in the Newtonian theory. It has turned out that the 
behavior of the cloud of particles freely falling into the center of attraction is, contrary to what 
one would rather expect, in each of the two theories exactly the same. A possible reason for 
obtaining such a result is briefly discussed. 

I. INTRODUCTION 

Recently a new method of finding solutions to the geo­
desic deviation equations in general relativity has been for­
mulated. I The method is based on theorems that are a gener­
alization of the Jacobi theorem on the complete integral of 
the Hamilton-Jacobi equation for geodesics. As a result of 
these theorems, the knowledge of a complete integral of the 
Hamilton-Jacobi equation for geodesics enables one to find 
the general solution of the geodesic deviation equations, with 
no necessity of any additional integration. 

The procedure of finding such a solution can be de­
scribed in the following way. Let (M,gap) be a four-dimen­
sional space-time parametrized in a local neighborhood by 
the coordinates xa. Suppose that the function U(xa,ak), 
where a k are some three (k = 1,2,3) additional parameters, 
is a complete integral of the Hamilton-Jacobi equation, 

~p au au = 1, (1.1) 
axa axP 

for timelike geodesics on M. Suppose further that one is in­
terested in finding the general solution of the system of geo­
desic deviation differential equations, 

D2,.a Ra Py/j 0 (12) ~ + py{;u r u = , . 

with the first integral 

ua,.a = /30' ( 1.3) 

In Eqs. (1.2) and (1.3), all the coefficients are evaluated 
along a known timelike geodesic r, called also the basic geo­
desic, which is described by equations of the form 

( 1.4) 

where S is the proper time parameter along r, and ak and a I 
are six integration constants determined by initial conditions 
(the seventh integration constant is hidden in the choice of 
the initial value So of the proper time). The quantities ua in 
Eqs. (1.2) are components of the vector tangent to r, 

(1.5 ) 

and the four unknowns ,.a in these equations, treated as func­
tions of s, are components of the geodesic deviation vector. 
The kinematic interpretation of this vector and the meaning 
of the condition (1.3) are well known. Among others, they 
were discussed in a former paper by one of us.2 

In Ref. 1 an algorithm has been formulated which per­
mits one to find a general solution to Eqs. (1.2), provided 
that a complete integral U(xa,ak) ofEq. (1.1) is known, and 
known as well are the functions g U in Eqs. (1.4) which are 
describing a given basic geodesic r. Furthermore, the values 
of the parameters ak in the complete integral must be set 
equal to the constants a k in Eq. (1.4). In the case when the 
basic geodesic and the deviation vector are parametrized by 
the proper time s, the procedure of finding the solution ,.a of 
the deviation equations (1.2), described in Ref. 1, reduces to 
solving the following system of four inhomogeneous linear 
algebraic equations for four unknown quantities ,.a, 

a:k~~a ,.a + b n a~:a~n = /3k' k = 1,2,3, (1.6) 

:; ,.a = /30' ( 1. 7 ) 

where /30 is the same constant as in Eq. (1.3) and /3k are 
some new arbitrary constants. It is understood that the de­
rivatives of the function U(xa,ak

) in Eqs. (1.6) and (1.7) are 
evaluated along the given basic geodesic r, i.e., for xa given 
by Eq. ( 1.4 ). Equations ( 1.6) and ( 1.7) thus constitute a set 
of four linear algebraic equations whose solution is of the 
form 

,.a = pU(s,a\al,b m,/3n ,/30)' (1.8) 

depending on 13 constantsa\ ai' b m,/3n,/30' In accordance 
with the procedure formulated in Ref. 1, the functions pU 
found in such a way are the general solution of Eqs. (1.2). 

Due to Eq. (1.7), this solution satisfies the subsidiary 
condition 

D,.a 
Uu --=0, 

dr 
( 1.9) 

which means (cf. Refs. 1 and 2) that the scalar product of 
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the four-velocity u and of the deviation vector r is a constant 
of the motion 

( 1.10) 

One ofthe objectives of the present paper is to apply the 
above procedure of finding solutions to the geodesic devi­
ation equation to timelike geodesics in the Schwarzschild 
space-time of general relativity. This is preceded in Sec. II by 
a general discussion of how a restriction of all the geodesics 
from a neighborhood of the basic geodesic r to those belong­
ing only to a subfamily, which is realized by introducing 
constraints on the integration constants ak and a l in Eq. 
( 1.4), induces constraints on the constants b k and PI in Eq. 
( 1.8). This discussion is rather a completion to the general 
formalism presented in Ref. 1. Its results are employed in the 
following sections of the paper. 

The explicit form of the general solution of the geodesic 
deviation equations in the Schwarzschld space-time is de­
rived in Sec. III. This section also contains the analysis of the 
behavior of the deviation field on the horizon. 

Section IV deals with a restriction of the general solu­
tion to two more special cases. In the first case, the general 
solution is reduced to the solution describing deviations 
between geodesics lying in the equatorial plane. Such a spe­
cialized solution is in Sec. IV compared to a solution found 
by Fuchs3 by a direct integration of the geodesic deviation 
equations in the Schwarzschild space-time. 

In the second case considered in Sec. IV, the general 
solution is restricted to the solution describing deviations 
between radial geodesics which represent the motion of par­
ticles falling freely and radially onto the singUlarity. This 
solution is then used in Sec. V in the discussion of the asymp­
totic behavior, for small values of r, of a cloud of such parti­
cles. The result obtained here is in full accordance with that 
obtained by a quite different approach in §32.6 in the text­
book by Misner, Thome, and Wheeler.4 

The same problem of the free and radial fall of a cloud of 
particles onto the singUlarity is, in Sec. VI, discussed in the 
framework of the Newtonian theory of gravitation, giving 
basically the same asymptotic behavior as in the relativistic 
case. Since the behavior of such a cloud could be regarded as 
a kind of measure of strength of the singularity, and intu­
itively the relativistic singularity seems to be stronger than 
the Newtonian one, the result obtained in Sec. VI might be 
considered to be a rather unexpected one. A discussion of 
possible reasons for obtaining such a result concludes this 
section. 

As was already observed in Ref. 2, the knowledge of the 
deviation field along a geodesic enables one to discuss several 
optical effects, and in particular the frequency shift, in the 
case when the moving adjacent particles exchange light sig­
nals. Thus the solution representing geodesic deviation 
between radial geodesics, which has been found in Sec. IV, 
can be immediately applied to a discussion of the Doppler 
tracking from the basic geodesic of adjacent particles which 
are falling freely and radially onto the singularity. A discus­
sion of such a kind, in both the relativistic and the Newtoni­
an cases, is presented in Sec. VII. 
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In the computations performed in this paper, we addi­
tionally assume that the constant Po in Eq. (1.7) vanishes, 
which is an insignificant restriction on the generality of our 
consideration and can always be achieved by an appropriate 
choice of the initial condition imposed on the field r"(s). 

In general relativity, one considers geodesic deviation 
vectors that are defined along a timelike geodesic parame­
trized by its proper time s and satisfying the condition 
( 1.10) . Vectors of such a kind describe the relative motion of 
geodesic observers that employ ideal clocks (i.e., their geo­
desics are also parametrized by the proper time) and move in 
a close neighborhood of the basic geodesic. The assumption 
that the time constant Po in condition ( 1.10) vanishes means 
that the vector r"(s) describes the position of a neighboring 
observer in the local inertial comoving frame of the basic 
observer. This local inertial frame is determined by a tetrad 
of vectors consisting of the four-velocity vector ua and three 
linearly independent spacelike vectors which are normal to 
the four-velocity and are propagated parallel along the basic 
geodesic. 

II. GEODESIC DEVIATIONS OF GEODESICS 
BELONGING TO A SELECTED SUBFAMIL V OF ALL 
NEIGHBORING GEODESICS 

The solution (1.8) of the system ofEqs. (1.6) and (1.7) 
determines the components of the geodesic deviation field 
which is defined along an arbitrary timelike basic geodesic r 
and describes deviations pointing to all geodesics from the 
full six-parameter family of geodesics in a neighborhood of 
r. Sometimes one might be interested only in deviations 
pointing to geodesics which belong to some subfamilies of 
the set of all geodesics. We shall now show how the general 
solution of geodesic deviation equations can be reduced to a 
solution that contains only deviations pointing to geodesics 
from a selected subfamily. We start with the case of a one­
parameter family of geodesics. 

Let U = U(xu,ak
) be a complete integral of the geodesic 

Hamilton-Jacobi equation. Then, in virtue of Theorem 4.1 
from Ref. 1, the system of equations 

au P k 
-k (x ,a ) = a k , k = 1,2,3, 
aa 

together with the normalization condition 

dt a dt P 

gaP ds ds = 1, 

(2.1 ) 

determines four functions t a such that the world lines 

(2.2) 

where s is the proper time along the world line (2.2), are 
geodesics for all fixed values of a k and al taken from an 
admissible domain. Substituting (2.2) into (2.1), we obtain 
an identity with respect to the variables s, a\ and ai' 

au l- P I aa
k 

(!> (s,a ,am ),a") = a k , k = 1,2,3. (2.3) 

Let us now take a curve in the six-dimensional space of pa­
rameters (a\al)' 

(2.4) 
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The curve (2.4) is used to select, from the set of all geodesics 
described by Eqs. (2.2), a one-parameter subfamily. Geode­
sics being members of this subfamily are labeled by values of 
the parameter P and are described, because of (2.2) and 
(2.4 ), by equations of the form 

xf3 = g f3(s,ak( p),a,( p») = : 'El(s,p). (2.5) 

The basic geodesic r can be chosen to be labeled by the value 
P = o. Then the deviation field 1'" along r is defined as 

r f3:=a'El(s,p)! . (2.6) 
ap p=-O 

Substituting Eqs. (2.4) and (2.5) into (2.3), we have 

au (sf3(s,p),a'( p») = ak (p). 
aak 

We differentiate this with respect to p and evaluate the result 
for p = O. After making use of (2.6), we obtain 

azu (ga,a')1'" + azu (ga,a') aam ! 
aakax" aakaam ap p = 0 

aak I =-- , k= 1,2,3. 
ap p=O 

(2.7) 

If we now compare Eqs. (2.7) with Eqs. (1.6), which are 
valid also along the basic geodesic, we obtain the relations 

bk=aa
k

! ' /3,=aa'l. (2.8) 
ap p=o ap p=O 

Thus if a deviation vector is defined by (2.6), i.e., is a 
vector tangent to the curve determined by (2.5) for 
s = const, then in accordance with (2.8) the parameters b k 

and/3, introduced in Eq. (1.6) can be interpreted as pieces of 
information that determine relative changes of the values of 
the parameters ak and a, between the basic geodesic and the 
neighboring ones. 

This consideration can easily be generalized to an f­
parameter family of geodesics (0 <I < 6). If in the space of 
parameters (a\ a,) we have found an j-cube, 

Rf 3 (Pl' ... 'Pf) ..... (ak( Pl,···,Pf ),a, ( Pl, ... ,Pf) )ER6
, 

then in analogy to (2.5) we obtain 

xf3 = g f3(s,ak( Pl, ... ,Pf),a, (Pw.·,Pf») 

= :Sf3(S,Pl,···,Pf)· (2.9) 

The deviation vector is now defined as the linear combina­
tion 

1"': = as" I A a, 

apa Pa=O 

(2.10) 

in which A a, a = 1, ... ,J, are some arbitrary coefficients. In 
analogy to (2.8), it can easily be shown that the parameters 
b \ /3" which appeared in (1.6), can be interpreted as 

b k __ a_ Aa /3 ___ I Aa a k I aa I - , ,- . 
apa Pa=O apa Pa=O 

(2.11 ) 

Now from the set of all geodesics we want to select a 
subfamily parametrized by 1 = 6 - N parameters, 
o < N < 6. One way of doing this is to impose N equations 
constraining the six parameters a k and a, 

la (a\a,) = 0, a = 1, ... ,N. (2.12) 
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Equations (2.12) determine an j-surface (or more rigorous­
ly speaking, a local part of it forming an f-cube) in the space 
of all parameters (a\a,). This surface can in an equivalent 
way be described in the parameter form 

a
k = ak(pl>···,Pf)' a, = ale Pl,.··,Pf)' (2.13) 

wherepw .. ,Pf are parameters which take their values from 
certain intervals of R. The functions ak

( ., ••• ,.) and a, (., ... ,.) 
are such that 

(2.14 ) 

for all admissible values of the parameters. 
The question is how one should take into account the 

existence of the constraints (2.12) in the general solution 
( 1.8) of the geodesic deviation equations. 

After differentiating Eqs. (2.14) with respect to P a' 

a = 1, ... J, evaluating the result for Pa = 0, and making use 
of (2.11), we obtain 

ala k ala 
-b +-/3,=0, a=1, ... ,N. (2.15) 
aak aa, 

These relations are constraints on the parameters b k and /3, 
that should be added to the constraints (2.12) on a k and a,. 
Thus if in the general solution ( 1.8) the superfluous degrees 
offreedom represented by a now too large number of all the 
parameters a\ a" b m, and/3n will be eliminated by means of 
the constraint relations (2.12) and (2.15), then one obtains 
a solution that represents deviations which point from the 
basic geodesic to geodesics belonging to a selected subfamily 
determined by the constraints (2.12). 

III. GENERAL SOLUTION OF THE GEODESIC 
DEVIATION EQUATIONS IN THE SCHWARZSCHILD 
SPACE-TIME 

The Schwarzschild space-time in the standard coordi­
nates is described by the well-known metric 

dsz = ( 1 _ ;) eZ dt Z _ ( 1 _ ':) - 1 dr 

(3.1) 

where e is the velocity oflight, rg = 2GMe- z is the gravita­
tional radius, M is the total mass of the source of the gravita­
tional field, and G is the Newtonian gravitational constant. 
The coordinates t, r, 8, and ¢ take their values from the 
following intervals: - 00 < t < 00, 0 < 8 < 1T, 0 < ¢ < 21T, and 
rg < r< 00 or 0 < r< rg. For r = rg, i.e., on the horizon, we 
have a singularity of the coordinates systems which we use. 
This singularity is unphysical and can be removed by using 
other coordinates, e.g., those found by Kruskal. 5 In the se­
quel we will consider both 0 < , < r g and r g < r < r g coordi­
nates patches simultaneously. In these coordinate systems, 
the Hamilton-Jacobi equation reads 

:2 (r - r; ) -1 (~~r -( 1 - '; ) ( ~~r 
- me (3.2) 1 (au)2 1 (au)2 Z - -;z a8 - r 2 sinz 8 a¢ - , 

where m is the mass of the test particle, and U = U(t",8,¢) 
is the Hamilton-Jacobi function for geodesics. The complete 
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integral of Eq. (3.2) can be found in a standard way,6 by 
separation of variables 

U(t,r,O,ifJ; 'C,%,/) 

= - 'Ct- f (~~~~ )112 dr+ f C(O) 1/2 dO+/ifJ, 

(3.3 ) 

where 'C ,X, and / are separation constants, and where the 
following notation has been introduced: 

A(r): = 1 - rglr, 

B(r): = ~2/e2A(r) _ %21r2 - m 2e2, (3.4) 

C(O): = <~2 - /2/sin2 O. 

Evidently, the relation - % </ <% is necessary for 
qO);;'O. The constants, 'C,%, and / have a well-known 
physical interpretation (cf. Refs. 4 and 6). In the case of 
open geodesics (i.e., of those "starting" from the spaceline 
infinity), which are the only ones that will be considered 
here in some detail, the constant ~ is the total energy of the 
test particle at the spacelike infinity (therefore 'C;;'me2), 
whereas % can be interpreted as the magnitude and / as 
the z-component of the angular momentum of the particle 
there. 

The system of equations au la~ = ai' au la% = a 2, 
au la/ = a 3 [cf. Ref. 1, Eqs. (4.2)] has thefollowingsolu­
tion: 

~ f 1 (A(r) )112 fer) = -a l - 2 --2 -- dr, 
e A(r) B(r) 

[ 
(%2 ,,;-2) 1/2 ] 

O(r) = arccos ~ cosD(r) , (3.5) 

. [ / cosD(r) ] 
ifJ(r) = a 3 - arcsm [%2 _ (%2 _~) cos2 D(r)] 1/2 ' 

where 

D(r):=a2-% f r- 2[A(r)B(r)-I]1/2A(r)-ldr. 

Equations (3.5) describe geodesics in the Schwarzschild 
space-time as parametrized by the radial coordinate r. Since, 
in general, any parameter along a non-null curve must be a 
monotonic function ofits proper time s, Eqs. (3.5) describe a 
curve only for r l <r<r2, where r l and r2 are some turning 
points (in particular r 2 could be taken equal to + (0). Such 
an approach, based on the separation of spherical variables, 
must in particular exclude from the consideration the circu­
lar orbits, both in the relativistic and in the Newtonian dy­
namics. 

Let us observe that the equation au I a / = a 3 can easi­
ly be integrated and rewritten in the form 

- (%2 _ /2)1/2 sin a 3 cos ifJ sin 0 

+ (%2 _ ~)I/2cosa3sin<,bsinO + / cosO=O. 
(3.6) 

Obviously Eq. (3.6) describes a two-parameter family of 
planes through the origin of the spherical coordinate system 
(r,O,ifJ) in the space R3. 

Knowing the Hamilton-Jacobi function U for geode­
sics, determined here by (3.3), we can in accordance with 
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Eq. (6.3) from Ref. 1 construct a complete integral S of the 
Hamilton-Jacobi equations for the geodesic deviation, 

S= (au) rr+E(au) +K(~) +I(~) 
ax rT a'!J a% a/ 

= _ ~pl _ (B(r) )112 pr + qO)I/2pB + /p~ _ Et 
A(r) 

~Ef 1 (A(r»)I12 
-7 A (r)2 B(r) dr 

+%K -- dr 
f 

1 (A(r) )112 
r 2A(r) B(r) 

+%K f C(~)1/2 dO + I<,b 

-I/f 1 dO 
[C(0)]1/2 sin 20 ' 

(3.7) 

where the parameters b S (s = 1,2,3) which entered Eq. 
(6.3) in Ref. 1 are now denoted by b I = E, b 2 = K, and 
b 3 = l. Next we have to solve the system of algebraic equa­
tions (1.6) and (1.7) for the componentsprT of the deviation 
field. Introducing in this system the notation fll = a, 
fl2 = fl, fl3 = y, and assuming that flo = 0, after some sim­
ple although lengthy calculations we derive the following 
general solution of the geodesic deviation equations along a 
geodesic described by Eqs. (3.5): 

pl(r) = - a + m 2EXI (r) 

% ~n(r) 
--2(~K-%E)X2(r)+ 24 ,(3.8a) 

e meA(r) 

pr(r) = _ n~r~ (A (r)B(r» 1/2, (3.8b) 
me 

B(r) = /(%1 - /K)cosD(r) 
p %[(%2 _ /2)r(r)] 1/2 

+ (%2 _ F)1/2 sin D(r) (l:(r) + %n(r»), 
r(r) 1/2 m 2e2? 

(3.8e) 

"'( ) (/ K - % I) sin D(r)eos D(r) p r = r + --"-------'------'---~ 
r(r) 

+ % / (l:(r) + %n(r») , 
r(r) m 2e2? 

(3.8d) 

where 

n(r):= ('C a +%fl+/y) 

_ m2e2 ('C E~I (r) _ %KX
3
(r») , (3.8e) 

'C 
l:(r): =p - 2('!JK - %E)X2(r) + m 2e2KX3(r), 

e 
(3.80 

(3.8g) 

f 1 (A(r) )312 XI(r):= --3 -- dr, 
A(r) B(r) 

f 1 (A(r) )3/2 
X 2(r): = ? 3 -- dr. 

A(r) B(r) 
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J I (A(r) )3/2 
X 3 (r): = ,; 2 -- dr, 

A(r) B(r) 

and where D(r) is given by Eq. (3.5). 
Equations (3.5) and (3.8) deterininethe solution of our 

problem in the two coordinate patches for 0 < r < rg and 
rg <r< + 00. 

lt can be easily shown that in the limit at the horizon 
r = rg, only the components pr,pO, and ptP, and not p', are 
nonsingular. This last property is a consequence of the fact 
that an arbitrary geodesic which describes a free fall into the 
singularity reaches the horizon after an infinite coordinate 
time t. The singularity of p' is however weak enough to per­
mit the square of the length of the deviation vector, i.e., the 
invariant p2 = ga{Jpap'l, to be nonsingular at the horizon. 
This is just another example of the pathological behavior of 
the classical Schwarzschild coordinates. 

The question which should yet be clarified is that of the 
correspondence between the two solutions obtained in the 
two coordinate patches, 0 < r < rg and rg < r < + 00, used 
here. Some geodesics in the exterior region, namely those 
which have their endpoints at the horizon, will have their 
prolongation inside the horizon, as it can be seen by consid­
ering the motion, for example, in the Kruskal coordinates. If 
one solves the geodesic and geodesic deviation equations at 
first in the Kruskal coordinates, and rewrites this solution 
later in terms of the Schwarzschild coordinates both outside 
and inside the horizon, then one will obtain exactly the same 
formulas as those given by (3.5) and (3.8). Thus it is the 
identity of all the values of the parameters (a\al,b m,Pn) in 
the two coordinate patches that ensures the correspondence 
between a solution determined in the outside region with 
that being its prolongation into the inside of the horizon. 

We conclude this section by quoting the solution of the 
geodesic deviation equations in the Kruskal coordinates 
(v,u), which can be introduced by means of the transforma­
tion (cf. Ref. 5), 

v = - - 1 exp - sinh - , ( 
r )112 (r) ( ct ) 
~ 2~ 2~ 

u = - - I exp - cosh - , ( 
r ) 112 (r) ( ct ) 

rg 2rg 2rg 
(3.9a) 

and 

v = 1 - - exp - cosh - , ( 
r )112 (r ) ( ct) 

rg 2rg 2rg 

u = 1 - - exp - sinh - , ( 
r )112 (r) ( et ) 
rg 2rg 2rg 

(3.9b) 

The inverse transformation is implicitly determined by the 
equations 

u
2 

_ v
2 

= (~ - l)exp(~} 

t = _ rg In I u - v ,. 
e u+v 

(3.10) 
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In these coordinates, the components pV and pU of the devi­
ation field are 

v c Q( ) ( ) nCr) [ifu(r) p =- r u r + ---
2rg 2rgm2c2A(r) c 

- (A(r)B(r»1/2v(r)], (3.11a) 

pU(r) = _ ~ Q(r)v(r) + nCr) [ ifv(r) 
2rg 2rgm2c2A(r) c 

- (A(r)B(r) )1/2u(r)], (3.llb) 

where 

% 
Q(r):=a-m2EX1(r) +-2 (ifK -%E)X2 (r), 

c 
(3.11c) 

and vCr) and u(r) are coordinates of the point running along 
the basic geodesic. The angular components are of course the 
same as in Eqs. (3.5) and (3.8), respectively. Evidently, the 
two components pV and pU are regular at the horizon, which 
is described here by the equations v = ± u. 

IV. DEVIATIONS BETWEEN GEODESICS FROM A 
SUBFAMILY IN THE SCHWARZSCHILD SPACE-TIME 

In this section, the general procedure discussed in Sec. 
n of restricting the general solution of geodesic deviation 
equations to a solution describing deviations between geode­
sics belonging only to a subfamily of a set of all geodesics will 
be applied to two specific cases. In the first case we restrict 
ourselves to geodesics lying in the equatorial plane 8 
= 11/2 = const. This is motivated by the fact that due to the 
symmetry of the Schwarzschild geometry, it is sufficient to 
deal with geodesics from this plane only. In the second case, 
we will consider radial geodesics, i.e., for which 8 and t/J are 
constants. This second case will be used in the discussion 
which is carried on in Sec. V. 

Let us take a plane, arbitrarily chosen from the family 
(3.6), and kept fixed during the whole consideration after­
wards. The family (3.6) of planes through the origin de­
pends obviously on two parameters. In the case of /;60 
(which is in particular true for the equatorial plane) one can 
take for such parameters the quantities 

(%2 _ /2) 1/2 sin a
3 C1 = , 

/ 
(%2 _ /2) 1/2 cos a

3 
C2 = / . 

(4.1 ) 

Selecting a plane from the family (3.6) amounts then to set­
ting C I and Cz to be equal to some constants. After the plane 
is fixed, it follows from ( 4.1) that there is some freedom of 
choice of the parameters % and/ in Eqs. (3.5) and (3.8), 
though restricted by the constraint condition 

% - (1 + CI
2 + C/)1I2/ = 0 (4.2) 

(without any essential loss of generality, it has been assumed 
here that both % and / are non-negative), whereas there is 
no freedom of choice at all of the quantity a3' since due to 
(4.1), 
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a 3 = arctan( ~:). (4.3) 

Relations (4.2) and (4.3) are examples of the constraint 
conditions on the parameters ak and a I of the form given by 
Eqs. (2.12). Now we intend to derive the constraints which 
are consequences of Eqs. (4.2) and (4.3) and restrict the 
parameters of the type of b k, Pl' The constraint (4.2) on % 
and f implies the constraint corresponding to (2.15), 
which in the present case assumes the form 

K-(l+C,2+C/)1/2I=0. (4.4) 

Similarly from (4.3) it follows that 

r=O. ( 4.5) 

Now from (4.2) and (4.4) it immediately follows that in the 
present case, the constants %, f, K, and I must necessarily 
satisfy the relation 

%I-fK=O. (4.6) 

We are now prepared to reduce the general geodesic 
deviation field (3.8) to deviations between the geodesies ly­
ing in a fixed plane from the family (3.6). First we make use 
in Eqs. (3.8) of (4.5) and (4.6), and then eliminate from 
there the parameters f and I, expressing them by % and K 
in accordance with Eqs. (4.2) and (4.4). As a result, the 
deviation field wiIl depend on the parameters CI and C2 

characterizing the choice of the plane. In the special case of 
the equatorial plane, one has CI = Cz = 0 (i.e., % = f 
and K = I), and the geodesic deviation field describing de­
viations between the geodesics lying only in that plane is of 
the form 

pr(r) = 

peer) = 0, 

[A(r)B(r)] I/z!l(r) 

m 2c2 

'" _ %!l(r) 
p (r) - L(r) + Z zY2 ' 

me 

(4.7a) 

(4.7b) 

(4.7c) 

(4.7d) 

where !l(r), ~(r), and Q(r) are given by Eqs. (3.8e), 
(3.8f), and (3.llc), respectively. 

For an arbitrary spherical symmetric and static space­
time, the geodesic deviation equations were for the first time 
solved by Fuchs. 3 The solution was found as a result of a 
direct integration of these equations with the aid of the first 
integrals which existed because of the assumed symmetries. 
In Ref. 3, it is asserted that one takes into account only geo­
desics lying in the equatorial plane. It is, however, not stated 
explicitly that it is only the basic geodesic that lies in the 
equatorial plane, whereas the paper evidently also admits 
deviations pointing to geodesics which are lying in planes 
different from the equatorial one. The expressions derived in 
Ref. 3 for the components pt, pr, and p'" of the deivation field 
are identical, although in a different notation, with the ex­
pressions (4.7a), (4.7b), and (4.7d) obtained here. For the 
component pe, however, one obtains in Ref. 3 the expression 
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pe = _ C5 sin tP + C6 cos tP, (4.8) 

where C5 and C6 are constants, while in the case of deviations 
between geodesics lying in the equatorial plane only, in ac­
cordancewith (4.7c), oneshouldobtainpe = O. Elementary 
geometric consideration enables one to find the interpreta­
tion of the parameters Cs and C6 in (4.8). If the geodesic to 
which the deviation field is pointing lies in a plane forming 
with the equatorial plane an angle f/!, f/!~ 1, and if tPo 
(O<tPo<1T) is the azimuthal angle of the straight line being 
the line of intersection of the two planes, then 

(4.9) 

One should note that in Ref. 3 the geodesic deviation 
equations were solved for the Schwarzschild metric restrict­
ed to the equatorial plane, i.e., for a three-dimensional sub­
manifold. It can be checked by a direct calculation that if one 
starts from the Hamilton-Jacobi equation (1.1) written in 
the three-dimensional metric, then one obtains for the com­
ponents pt, pr, and p'" of the deviation field expressions that 
are identical with those given here by Eqs. (4.7). The differ­
ence between the approach presented here and that em­
ployed in Ref. 3 relies basically upon two various ways of 
restricting the solution to a submanifold. In our case it is the 
solution found in the full, four-dimensional space-time that 
is restricted to a three-dimensional submanifold, and in Ref. 
3 the solution of the problem restricted to a submanifold is 
found. The fact that the two approaches have led in the case 
of the equatorial plane in the Schwarzschild space-time to 
the same result is to a certain extent obvious, because this 
plane is a totally geodesic submanifold, i.e., all the geodesics 
of the internal geometry on this submanifold are also geode­
sies of the full four-dimensional metric. However, a proce­
dure analogous to that of Ref. 3 in the case of an arbitrary 
hypersurface of a general space-time would obviously be in­
correct. 

Let us consider now the second case of restricting the 
general solution (3.8) to radial geodesies. To derive an 
expression for deviations in this particular case, one must 
pass with the general solution (3.8) to the limit f = 0 and 
% = O. Since the solution is determined only for 
- % <f <X, the order of taking the limits is not arbi­

trary and one should take into account first the condition 
f = 0 and its implication 1= 0, and then the conditions 
% = 0 and K = 0 [cf. Eqs. (2.12) and (2.15)]. We obtain 

t rF+H [ 2 
p(r)= Z2 a-mEXI(r)], 

m c (r - rg) 

(rF+H)112 2 
pr(r) = - 2 2 112 (a - m EXl(r)), 

mer 

pfJ(r) =p, 

p"'(r) = r, 

where 

and 
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{

I r1/2(rF + 3H) 3H I (rF + H) 1/2 - (rF) 1/21 
- +--In , 
F2 (rF+H)1/2 2F5 /2 (rF+H)1/2+(rF)1/2 

XI(r) = 2r/2 

5H 3/2 ' 
F=O 

v. THE FATE OF A MAN WHO FALLS INTO THE 
SINGULARITY AT r=O 

The title of this section is that of §32.6, pp. 860-862, in 
the textbook by Misner, Thorne, and Wheeler, 4 in which one 
discusses the fate of an astrophysicist who stands on the sur­
face of a freely collapsing star. As a result of an analysis of 
only the form of the deviation equations written in the astro­
physicist's local inertial frame, one arrives in Ref. 4 at the 
conclusion that on his body act stresses which stretch him in 
the longitudinal direction and compress him in the transver­
sal direction. As the distance to the singularity decreases, the 
stresses increase. Since the compressing stresses exceed the 
stretching ones, the astrophysicist's body must finally decay 
into a cloud offreely faIling baryons, and the volume of this 
cloud tends to zero for r .... O. As a conclusion from the analy­
sis of the asymptotic behavior of radial geodesics for r .... O 
carried on in Ref. 4, one also finds a more precise result 
stating that the volume decreases to zero as r12. 

Now, the rigorous solution of the geodesic deviation 
equations restricted to deviations between radial geodesics 
only, given by Eqs. (4.10), enables us to propose another 
method of discussing the astrophysicist's fate. Let us sup­
pose that after its decay, the astrophysicist's body forms a 
cloud of pointlike, freely and radially faIling particles-bar­
yons. Since before the decay, the baryons constituting the 
astrophysicist's body were at relative rest, we can assume 
that the cloud of baryons was "inserted" into the space-time 
at spatial infinity, where the relative velocities of baryons 
vanish, 

. Dp" 
hm -- = 0, (T = 0,1,2,3. 
r- 00 ds 

This equality holds if and only if 

E=O. (5.1) 

In order to compute the derivative Dp" / ds, we make use of 
the relation 

Dpa = + ,.a/3( as _ r u y as), 
ds - IS axa /3rP r" 

where S is the function (3.7), cf. Ref. 1. Substituting (5.1) 
into (4.10) leads to 

p()(r) = {3, 

p4>(r) = y. (5.2) 

The volume Vofthe astrophysicist's body is defined as 

V(r): = l€a/3r6 ( - g) 1/2uapfprp~ I, (5.3) 
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'where €a/3r6 is the completely antisymmetric Levi-Civita 
symbol of the fourth order (€0123 = - 1), g = det(ga/3)' ua 

are components of the four-velocity vector along the basic 
geodesic, and pf, pi, and p~ are components of three linearly 
independent solutions of the geodesic deviation equations 
taken along the basic geodesic. The basic geodesic is under­
stood as the world line of the baryon at the geometric center 
of the cloud, and the four-vectors Pk, k = 1,2,3, are devia­
tions pointing from the basic geodesic to geodesics being the 
world lines of the baryons at the boundary of the cloud. 

The following argument can be used to support the view 
that the quantity V defined above really has the physical 
interpretation of the volume of the baryonic cloud. To dem­
onstrate this, let us endow the basic baryon with an ortho­
normal tetrad constructed of the four-velocity vector 
U = ..1(0) and of three mutually orthonormal spacelike vec­
tors A(a)' (a) = 1,2,3 (indices in brackets are tetrad in­
dices) which are orthogonal to the four-velocity vector. 
Thus the tetrad vectors satisy the orthonormality conditions 

A ~a)gl'"A (/3) = 77(a)((J)' 

where 77 (a )(/3) is the Minkowski matrix. The vectors A (a) can 
be interpreted as forming a Cartesian coordinate system 
which is used by the basic observer. 7 They span the three­
space of instantaneous rest of the observer. The physical 
components of the deviation vectorsPk in this tetrad, which 
are defined to be the scalars 

pda): = A (G)Pk,,' k = 1,2,3, (a) = 0,1,2,3 

(obviously Pk(O) = 0 for k = 1,2,3), can be considered to be 
Cartesian components in the three-space of the basic observ­
er of vectors which determine the size of the baryonic cloud. 
Since Pk are three linearly independent four-vectors, the 
three-vectors with the components (Pk( 1) ,Pk(2)' Pk(3) ~ 
k = 1,2,3, will also be linearly independent. The volume V 
measured by the basic observer is equal to the volume of the 
parallelepiped spanned by these vectors, 

V: = 1€(b)(C)(d)Pl(b)P2(C)P3(d) I, 
where €(b)(c)(d) is the Levi-Civita symbol of the third order 
(~1)(2)(3) = 1). One can easily show that V = V. 

In accordance with the solution (5.2), the three linearly 
independent and mutually orthogonal solutions of the devi­
ation equations can be chosen in the form 

_ ~(~22 _ m2C2A(r)Y/2,o,o). 

p'i = (0,0,{3,o), 

pit = (O,O,O,y). 

s. L. 8atal'lski and P. Jaranowski 

(5.4 ) 

1800 



                                                                                                                                    

The components of the four-velocity vector along the basic 
radial geodesic (% =,/ = 0) are equal to 

uP = - ---, - - - m2e2A(r) ,0,0. 1 ('8 ('8
2 )112 ) 

me e2A(r) e2 
(5.5) 

Substituting Eqs. (5.4) and (5.5) into (5.3), we obtain 
(g = - e2r4 sin2 B): 

VCr) = ~ r sin (J - - m 2e2A (r) , a{3 ('8 2 )112 
m e2 

(5.6) 

thus in the limit for r-+O, 

VCr) -ea{3r sin (J(rg) 112,1-3/2), for r-+O. 

This equation reveals the same type of the asymptotic r de­
pendence for r-+O as in Ref. 4. There, however, the result 
followed from a rather qualitative discussion of the behavior 
of geodesics in the vicinity of r = 0, mainly from the observa­
tion that in the Schwarzschild coordinates, the coordinate 
lines in the neighborhood of r = 0 are nearly geodesics, 
whereas our treatment is manifestly geometric. It is based on 
a covariant definition of the three-volume of the cloud of 
falling particles, as well as on the exact solution (5.2) of the 
deviation equations describing the relative motion of these 
particles. Besides, the final formula (5.6) contains more in­
formation than a mere statement about the asymptotic be­
havior of the three-volume of the cloud, and could, for in­
stance, be used for making a comparison with analogous 
situations in other theories. 

VI. COMPARISON WITH THE NEWTONIAN CASE 

It is not too difficult to analyze a similar problem in the 
Newtonian theory of gravitation. Let us therefore consider a 
cloud of pointlike test particles which are falling freely and 
radially (in accordance with the conditions % =,/ = 0) 
into the center of a Newtonian spherically symmetric gravi­
tationalfieldofthepotential - GM Ir(Gisherethegravita­
tional constant, and M is the mass of the pointlike source of 
the field). It is assumed that all particles in the cloud have 
the same total energy '80 (which corresponds to the condi­
tion E = 0 assumed in the relativistic case). Due to this as­
sumption, all particles are falling into the center within a 
solid angle of measure an and, moreover, if at the instant of 
time t = to the cloud is filling a section of a spherical shell of 
thickness h(ro) with the radius rUo ) = ro, then the three­
volume of the cloud at the instant of time when its geometri­
cal center is at the distance r to the center of the field will be 
given by the formula 

VCr) = anh(r)r, (6.1) 

where her) is the thickness of the section of the spherical 
shell occupied by the cloud at that instant of time. 

Making use of the mechanical energy conservation law 
in a gravitational field, 

J.. m(dr)2 _ GMm = '8
0

, 

2 dt r 

where m is the mass of a single test particle, we obtain the 
foHowing relation between the radial coordinate r of a falling 
particle and the time t, 
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fer) -f(ro) = - '8 0 (2Im)I12(t-to), 

where 

fer) = ('8 or + GMmr) 1/2 

_ --.-!!!. Arsinh __ 0 _ , GM [( '8 r )112] 
'8612 GMm 

(6.2) 

and where the initial condition rUo ) = ro was assumed. Let 
us consider now the free fall of two particles with the same 
energy '80 ' At the time t = to we have 
r l (to) = ro, r2(to) = ro + oro, oro ~ro, where r l and r2 are 
distances of the particles 1 and 2, respectively, to the center 
of the field. With the help of Eq. (6.2) we can write 

f(r2) -f(ro +oro ) =f(r() -f(ro), (6.3) 

which leads to the observation that 

(6.4 ) 

where h (t) is a small quantity of the same order as oro. After 
substituting (6.4) into (6.3) and expanding the functions 
f(r l + h) andf(ro + oro) with respect to small quantities h 
and oro, with the accuracy up to linear terms we obtain 

her) = (! (ro) )(! (r») - loro 

('8 or + GMmr) 1/2rooro 

('8 oro 2 + GMmro) 1/2r ' 

which after substituting into (6.1) gives 

('80 + GMmlr) 1/2 
VCr) = an? 1/2 oro· 

('8 0 +GMmlro ) 

(6.5) 

(6.6) 

A comparison ofEq. (6.6) with its relativistic counter­
part given by Eq. (5.6) shows that each ofthe two relations 
is described by the same function, up to some yet to be deter­
mined constant coefficients, of the radial coordinate r. This 
will enable us, after a comparison of corresponding coeffi­
cients is made, to obtain an interpretation ofthe parameters 
a, p, and r occurring in the relativistic formula (5.6). Before 
we start making this comparison, let us observe that in the 
Newtonian limit, 

<e} 2/c2 - m 2e2 = 2m '8 0, (6.7) 

where '8 is the total energy of the relativistic test particle at 
spatial infinity where the special theory of relativity is valid. 
Therefore '8 2/e2 

- m 1c2 = P .. 2, where P .. is the momen­
tum of the particle at infinity. The Newtonian Hmit corre­
sponds to the case in which the velocity v .. of the particle at 
infinity is much smaller than the velocity of light e: v 00 ~ e. 
Thus Poo 2 = m 2voo 2. On the other hand, '80 is the kinetic 
energy of the Newtonian particle at infinity, which implies 
that 2m '8 0 = m2voo 2. The comparison ofthe coefficients in 
the formulas (5.6) and (6.6), after Eq. (6.7) is taken into 
account, leads to the relations 

mora 
u= , 

[2m( '80 + GMmlro )] 1/2 
(6.8a) 

{3r sin (J = an. (6.8b) 

The right-hand side ofEq. (6.8a) can be written in the form 
orolvoo where Vo is the velocity of the particle situated at the 
center of the cloud, i.e., for r = ro, and this means that a is a 
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characteristic time related to the initial relative radial dis­
tance between the falling particles. On the other hand, from 
Eq. (6.8b) it follows that the constants /3 and y determine 
the angular, transversal distance between the particles. 

As we have shown, a cloud of particles freely falling into 
the singularity at r = 0 in the Schwarzschild space-time is 
crushed by the gravitational field, as is described by Eq. 
(5.6), in exactly the same way as a similar clould of particles 
falling into the center of a spherically symmetric Newtonian 
gravitational potential, being crushed in accordance with 
Eq. (6.6). 

At first sight this result might be regarded as being rath­
er a surprise. Intuitively we might expect that the rate at 
which the volume of a cloud of freely falling particles is com­
pressed might be taken for a measure of strength of the sin­
gularity into which the particles are falling. If it is so, the 
result obtained here will mean that the two singularities, that 
of the Schwarzschild space-time and that of the Newtonian 
potential, are of exactly the same strength. Such a conclusion 
seems, however, to be in disagreement with the intuition de­
veloped as a result of all the work on relativistic gravitational 
collapse in the past, which prompts us to think that due to 
relativistic effects, the Schwarzschild singularity is consider­
ably stronger than the Newtonian one. Thus we are left with 
a choice between two possibilities. Either we have to accept 
the result that the two singularities have the same strength, 
or we must look for some more subtle measures which would 
help distinguish between them. The second possibility re­
mains, in our opinion, still open. The concept of geodesic 
deviation is an approximate one, for it describes only the first 
neighborhood of a basic geodesic.2 It is thus possible that an 
approach based on this concept suppresses some genuine rel­
ativistic effects and a better approach based on a better ap­
proximation is needed to show them up. It is likely that such 
a better approximation could be, for instance, obtained by 
employing the concept of the geodesic deviation of the sec­
ond or even higher order which was introduced in Ref. 2. To 
determine, however, which one of the two possibilities 
should be taken more seriously, requires further study. 

VII. FREQUENCY SHIFT OF LIGHT SIGNALS 
EXCHANGED BETWEEN TWO FREELY FALLING 
OBSERVERS 

We shall now study the effect of the frequency shift of 
light which two neighboring geodesic observers in a 
Schwarzschild field can send to one another, and we shall 
compare it with a Doppler shift observed by similar observ­
ers freely falling in the corresponding Newtonian, spherical­
ly symmetric gravitational field of a point source. In other 
words, we shall compare the results of the Doppler tracking 
between two freely falling, infinitesimally close observers in 
the two theories. 

Let us first consider two infinitesimally close observers, 
rand r, freely falling in a relativistic gravitational field. We 
assume that along the geodesic r of a basic observer we are 
given a deviation field pI' satisfying the condition 
gapuap'l = 0, where ua is the four-velocity. Let y(s) be a 
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q j.J (5) 

FIG. I. To find the point i"{s) determined on the neighboring geodesic f by 
a deviation vector p "(s), which is given at a point r (s) on the basic geodesic 
r, one must construct at r(s) a geodesic r(s) tangent to p"(s). The point 
f (s) is situated at the intersection of r(s) and f, and the length of the arc 
r(s) i'(s) , measured along r(s), is the spatial distance between the two 
observers, whereas Eq. (7.1) gives the linear approximation ofthe distance. 

spacelike geodesic sent from the point res) on the basic geo­
desic r (see Fig. 1) in the direction of pl'(s) (s is here the 
proper time measured along r). As was shown in Ref. 2, if 
the adjacent geodesic r intersects y(so) at a point r(so) 
corresponding to the value K of an affine parameter along y, 
then for every s, y(s) will "nearly" intersect r, for the same 
value K of the affine parameter missing it by terms of the 
order~. Up to terms of the order~, the expression 

(7.1 ) 

can be considered to be the spatial distance between the basic 
and the adjacent geodesics rand r. In Ref. 2 it was shown 
that the frequency shift of light signals exchanged between 
the observers rand r is described by the formula 

d 
Zrel (s) = - (/rel (s»). (7.2) 

ds 

It turns out (cf. Ref. 2) that up to terms of the order~, it is 
irrelevant which of the observers emits and which receives 
the light signals. 

Similarly one can show that in an analogous Newtonian 
case the relative frequency shift of light is given by the for­
mula 

1 d 
Znewt (t) = - - (/newt (t», (7.3) 

c dt 

where Inewt (t) is an instantaneous spatial distance between 
two falling, infinitestimally close particles, and c is the veloc­
ity of light. 

Now we apply Eq. (7.2) to the free fall in the Schwarz­
schild field. The components of the deviation field describing 
the relative motion of observers who fall freely into the cen­
ter of the field and whose angular momentum as well as the 
relative energy at spatial infinity vanish are given by Eqs. 
(5.2). Substituting (5.2) into (7.1) leads to 
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{ a
2 

[1f2 2 2(rg 1)] 
[rel(S) =K m2 7m e -;--

l
l12 

+ r( p2 + r sin2 
(}) , 

and this expression, after the relationship 

It can be easily seen that for r> r l , we have z<O (i.e., a 
blueshift), and for r<r" we obtain z>O (i.e., a redshift), 
where r, is the solution of the equation z(r) = 0, that is 

r - 2 g 
( 

1 a2e2r )1/3 
1- p2 + r sin2 () 

In the limit for r-O, z(r) tends to infinity, and its asymptotic 
behavior depends on the values of the integration constants, 

Zrel (r) -Kacrg/r for r-O and a;60, 

Zrel (r) - - Kmcrg( p2 + r sin2 (}) 1/2/ r 

{
for r-O and a = 0, 
while p or r;60. 

From Eq. (7.4) it follows immediately that in the two extre­
mal cases corresponding to a = 0 and p = r = 0, respective­
ly, one obtains always z(r) <0 in the first and always 
z(r) > 0 in the second case. 

Similar calculations were performed in the Newtonian 
case by making use ofEqs. (6.4) and (6.5). After taking into 
account the relation (6. Sa) and a modification of the rela­
tion (6.Sb), one finds that the Newtonian expression for the 
quantity (7.3) is identical with the relativistic one given by 
Eq. (7.4). 

Thus the frequency shift of the light signals exchanged 
between two neighboring freely falling observers both in the 
Schwarzschild and in the Newtonian gravitational field of a 
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-=u'= --- __ +m2c2 2..-1 dr 1 [ 1f2 (r)] 1/2 
ds me e2 r 

[see (5.5)] is taken into account, we substitute in tum into 
Eq. (7.2). As a result, we obtain 

I 

(7.4) 

point source is described by the same function of the radial 
coordinate r, provided that one takes into account only 
terms which are of the first order with respect to small quan­
tities determining the size of the cloud of such falling parti­
cles. This supports the result obtained in Sec. V that the 
relative motion offreely falling particles, when described in 
terms of the first geodesic deviation only, looks very much 
alike both in the Schwarzschild and in the corresponding 
Newtonian space-time. 
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A classical, moderately rarefied, simple, monatomic gas is considered, and it is supposed that 
its behavior is governed by Boltzmann's equation. Then, after a brief review of the fundamental 
properties of the symmetric traceless tensors, the irreducible equations of transfer for the 
relative symmetric traceless moments of the one-point distribution function/are systematically 
derived and related to those of Johnston. Subsequently, Grad's expansion of the distribution 
function in terms of reducible three-dimensional Hermite "polynomials," which does not fit in 
together and with the equations of transfer just mentioned, is rigorously transformed into its 
irreducible counterpart fashioned by mathematical apparatus such as one-dimensional 
Laguerre polynomials and Ikenberry's tensorial harmonics. Finally, some useful conversion 
formulas between the relative symmetric traceless moments and the tensorial Laguerre­
Ikenberry expansion coefficients of/are deduced and the irreducible variant of Grad's moment 
truncation procedure is discussed. The conclusions that have so far been reached concerning 
Grad's method are quite specific in that they apply to one-dimensional (classical or 
quasiparticle) gases. In many cases of interest, the treatment of certain aspects of the kinetic 
theory of "actual" gases requires, as a prerequisite, a comprehensive discussion of some 
complicated tensorial problems. In this work the so-called irreducible tensor description of 
three-dimensional gaseous systems is exploited, and this subject is developed only insofar as it 
relates to Grad's moment procedure and to those universal questions which have already been 
formulated in previous papers. [Z. Banach, J. Stat. Phys. 48, 813 (1987); Arch. Mech. (to be 
published); Physica A 129, 95 (1984); 145, 105 (1987).] 

I. INTRODUCTION 

Consider as a starting point of this work Boltzmann's 
equation describing a classical, moderately rarefied, simple, 
monatomic gas. One of the basic problems before us, then, is 
to derive from it, by means of the elementary operations of 
multilinear algebra, I i.e., without the necessity of handling 
spherical tensors, the infinite hierarchy of the equations of 
transfer for the relative irreducible symmetric traceless mo­
ments of the one-point distribution function! 

Working in a somewhat different direction, Coope and 
Snider2 proposed a very general formulation of the method 
of reduction of the tensors, one whose beginnings may be 
found in the papers by Grad,3,4 Ikenberry, 5.6 Ikenberry and 
Truesdell,7 as well as in Hamermesh's book. 8 With respect to 
the relative symmetric traceless moments of the distribution 
function, however, the theoretical results for the irreducible 
equations of transfer outlined earlier, especially those in the 
careful texts on Maxwellian iteration 7.9 and in the pioneering 
work by Johnston,1O are the strongest yet obtained, being in 
fact the only ones presently available; for more details, see 
also the important Truesdell-Muncaster monograph. II 

ric traceless balance equations. To the best of our knowl­
edge, Johnston 10 was the first to invent the general method of 
deriving it. But for reasons that will become clear later, he 
did not solve the problem completely and the fundamental 
result (12) written down on p. 1457 in Ref. 10, although of 
course compatible with our equation, i.e., the relatively sim­
ple result (3.21) of Sec. III, is not equivalent or similar in 
every respect to it. We shall have more to say about this in 
Sec. IV A, especially due to the fact that, as elementary in­
spection reveals, we arrive at the counterpart to Johnston's 
proposition differently and by the method of straightfor­
ward interest also for other gaseous systems and kinetic 
equations. 

Although Truesdell et al.7
,9,11 have no difficulties in 

principle to calculate explicitly and for increasing order as 
many of the irreducible equations of transfer as are needed, 
they do not provide in their papers the compact and single 
expression for an infinite hierarchy of the tensorial symmet-

In order to account for the potential applicability of the 
irreducible equations of transfer (in the solution scheme re­
garding Boltzmann's equation, for instance), one must nec­
essarily exhibit, in terms of the relative symmetric traceless 
moments, an explicit formula for the irreducible collision 
integrals-they occur on the rhs of those equations of trans­
fer and depend functionally upon the distribution function! 
To this end, apart from a few special cases, e.g., Maxwellian 
molecules, the very hard particle model, etc., for which, if 
required, the alternative methods may be developed, a large 
amount of theoretical work 12-22 has been done, treating only 
such molecular densities / as can be expanded in a series of 
the complete set of Hermite or Laguerre polynomials. 23-25 

Obviously, the expansion for the distribution function/ 

1804 J. Math. Phys. 30 (8), August 1989 0022-2488/89/081804-12$02.50 © 1989 American Institute of Physics 1804 



                                                                                                                                    

that fits in together and with the irreducible equations of 
transfer is now of great interest. It has long been known that 
the choice of Laguerre polynomials24

•
25 for classical gases is 

"more appropriate" than any other. The new outcome of the 
present work, at least we hope it to be so, is a direct demon­
stration of the crucial aspect of this fact in consequence of 
applying the ordinary transformations of multilinear alge­
bra I and, unlike many previous efforts, without the necessity 
of referring to spherical harmonics. 

Although the symmetric traceless tensors have been 
considered from the mathematical point of view by Coope 
and Snider,2 insofar as we have seen they have not been ap­
preciated and systematically used in the literature on the 
kinetic theory, except for the relevant Truesdell-Ikenberry­
Muncaster framework7

•
9

,11 and the interesting Johnston's 
approach 10 tending toward a general formulation. It is, then, 
no surprise that a serious discussion of the above-mentioned 
problems must be delayed until Sec. III, in order that the 
essential ideas of the irreducible tensor description for a clas­
sical gas may be presented unaccompanied by any marginal 
arguments of purely technical importance. 

Here we proceed as follows. Section II A deals with the 
simplest properties of the symmetric traceless tensors, 
whereas Sec. II B introduces the notion of the V operator as 
well as of its various modifications. Our presentation of some 
of the auxiliary concepts is necessarily very brief, being a 
subject of Appendices A and B only for completeness. In Sec. 
III and Appendices C and D the algebraic difficulties in cal­
culating the irreducible equations of transfer are faced once 
more. 10 Section IV A achieves the object of transforming 
Grad's expansion of the distribution function / in terms of 
three-dimensional Hermite polynomials23 into its irreduci­
ble counterpart fashioned by mathematical apparatus such 
as Laguerre polynomials24

•
25 and Ikenberry's tensorial har­

monics.5
,6 In the older view the irreducible moment repre­

sentation of the distribution function/was postulated rather 
than logically deduced, and Ikenberry's harmonics were re­
placed by their spherical analogues; see, however, Ref. 26 
and the literature quoted there. Section IV B discusses, after 
demonstrating that the tensorial Laguerre-Ikenberry ex­
pansion coefficients of/show up in a very particular way in 
the approximate expression for the entropy density h, the 
irreducible variant of Grad's moment truncation procedure. 
Given a gas of Maxwellian molecules, Sec. V offers some 
useful but elementary comments regarding the general 
structure of the symmetric traceless collision integrals. We 
conclude our work with final remarks of Sec. VI. 

Whether the direct notation for tensors is preferable 
over the Cartesian one must be decided individually for each 
problem. In the present paper, except for Appendices A, B, 
and C, we make no use of the latter. 

II. PROLEGOMENA 

The symmetrizer IT, the trace operator with respect to 
the pair (/3,v) , denoted by Tr(p,v)' the inner product 
Mao M P of the tensors M a and M P, the so-called contravar­
iant metric (unit) tensor of a three-dimensional Euclidean 
vector space E, denoted by I, and the V operator are precisely 
defined in Appendix A. 
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A. Symmetric traceless tensors 

( 1 ) Let E be a three-dimensional Euclidean vector space 
and consider for each a>2 the ath tensorial power Ea 

: = ® a E of E. We extend the definition of EU to the cases 
a = 1 and a = 0 by setting EI: = E and EO: = R, where R 
stands for the set of real numbers. The image space nEu 
(a>O) of the symmetrizer n in Ea will be denoted by E~. 
Elementary calculus shows that 1

•
2 

dim Ea = 3a
, dim E~ = ~(a + 1) (a + 2), a>2. 

(2.1) 

(2) Suppose that M a and M 13 are the tensors of degrees 
a and /3, respectively (MaEEa, Mf3EEf3). Then the equality 

MaV Mf3: = n(Ma®Mf3)EE~+f3, a>O, /3>0, 
(2.2) 

defines the symmetric tensor product of M a and M 13 

(Mo®Mu: =Mu®Mo: = MOMu, MOER). 
(3) The trace operator with respect to the pair (/3, v), 

denoted by Tr(f3,v) , determines a linear map: 

Tr :Ea =}Eu-2, a>2, a >/3> 1, 
(P.v) 

a>v>l, /3=/=v. 

The trace operator Tr is the restriction of a linear map 
Tr(f3,v) with the arbitrarily chosen pair (/3,v) to E~CEu 
(a>2). Moreover, we define Tr to be the identity on E~ = E 
and E~ = R: 

TrMI: =MI, TrMo=Mo. 

(4) The kernel ofTrin E~, denoted by Keru Tr (a>2), 
is the subset of tensors M"EE~ such that Tr M" = O. We 
extend the definition of Kera Tr to the cases a = 1 and 
a = Oby setting Ker l Tr: = E; = EandKero Tr: = E~ = R. 
The elements of Kera Tr will be called symmetric traceless 
tensors of degree a. The image space of Tr in E~, denoted by 
Ima Tr (a>2), is the set oftensorsMa- 2EE~ - 2 of the form 
Ma - 2 = Tr MU for some M aEE~. Adopting the standard 
theorem associated with the notion of the rank of a linear 
mapping of finite-dimensional vector spaces, we find that 

dim Kera Tr + dim Ima Tr = dim E~, a>2. (2.3) 

(5) Given MaEE~ and Mu+2PEE~+2f3, it is useful to 
introduce the following tensors: 

Ma[f3J: = TrP Ma, Ma1f3: = TrP Ma+2f3, (2.4) 

where TrP M "EE~ - 213 and TrP M a + 2f3EE~ are the results of 
the /3-fold successive application of the Tr operator to the 
tensors M a and Mu+2 f3 , respectively (Tro M": = M"). 

(6) The action of U on M aEECl and M PEEP (a + /3>2) 
is characterized by 

MaUMP: = n Tr (Ma®MP)EE~+f3-2. 
(l,a+/3) 

(2.5) 

We call M au M 13 the contracted symmetric tensor product of 
Ma andMf3. 

(7) Let us suppose that v: = min (a,/3). Then in con­
tracting MUEEU with Mf3EEf3 the v-fold contraction2 is de­
noted by 0: 
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MaoMP = MPoMaeEa+P-2", 

MOoMa = MaoM o = MOMa. 

(2.6a) 

(2.6b) 

However, some convention, as to which of the 21' indices are 
to be contracted, must be followed when doing the contrac­
tion; for more details, see Appendix A. The tensor Mao M P 
will be termed the inner product of M a and M p. 

(8) The norm iMai of the tensor MaeEa is defined as 
the positive square root of MaoMa: 

iMai: = (M aoMa)I/2. (2.7) 

(9) The abbreviated symbols I and F (a;;;>2) stand for 
the so-called contravariant metric (unit) tensor of E (leE;) 
and the tensor product ® a IeE2a , respectively. We extend 
the definition of F to the cases a = 1 and a = 0 by setting 
II: = land 1°: = leEo = R. 

(10) Assume that 

Ma.IP: = l(a + 2{3,p) MaV IPeE~+2P, (2.8a) 

where 

l(a,p): = a!/2Pp!(a - 2{3)!, a;;;>2{3. (2.8b) 

Then certain useful properties of the Tr operator are includ­
ed in the statement of the following theorem. 

Theorem: (a) Suppose that a>2, P>I, and MaeE~. 
Then we have 

Tr(Ma.IP) =Ma\II.IP+ (2a+2{3+ I)M a.IP-I. 
(2.9a) 

(b) Let a = 0,1 and p> 1. Then we obtain 

Tr(Ma.IP) = (2a + 2{3 + l)Ma.IP-I. (2.9b) 
(c) Assume that MaeKera Tr (a>2) and consider the 
quantity 

k(a,p) : = (2a + 1 )!! (2.1Oa) 
(2a + 2P + l)!! 

Then the equality 

TrP (Ma.I") 

=[k(a+w-p,p)]-IMa.I"-P, w>p (2.1Ob) 

holds; Eq. (2.1Ob) holds also for a = 0,1. 
The equality (2.10b) can easily be derived from (2.9). 

Insofar as Eqs. (2.9) are concerned, the main ingredients 
involved in the algebraically difficult and very tedious calcu­
lation of Tr(.M<' .Jf1) have been satisfactorily presented by 
Grad on pp. 393-395 in Ref. 3, although for the special case 
in which a = O. Thus the uninteresting proof of (2.9) will 
not be given. 

• 
(11) The linear operator Appr: E~ => E~ + 2 (a>O) is 

determined by 

[a/21 
Appr Ma: = L ( - l)Pk(a - p,p + 1) 

p=o 

XMa[P I.IP + I, (2.11) 

where 

[u]: = the greatest integer.;;;u. 

In view of the theorem just formulated, the foregoing 
defi~ition yields Tr Appr M a = M a

• With this observation 
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in mind, and by no more than a direct reasoning, we arrive at 

Ima Tr = E~-2, a;;;> 2. (2.12) 

Carrying our argumentation a step further, we see from 
(2.1), (2.3), and (2.12) that dim Kera Tr = 2a + 1. 

(12) Let MaeE~ (a;;;>2). Then the symmetric traceless 
tensor (M a) is defined by 

(M a): = Ma - Appr Ma[lleKera Tr. (2.13a) 

Moreover, we postulate that 

(MI): =M\ (MO): =Mo. (2.13b) 

We will show in Appendix B that 

(Ma.IP): = lea + 2{3,P) (MaV IP) = 0 for p>O. 
(2.14 ) 

( 13) Construct .M<'IPI and .M<'IP : 

Ma[PI: = (Ma[PI), MoIP: = (MaIP). 

Then, as the important equality lO,I2 
[a121 

(2.15 ) 

Ma = L k(a - 2P,p) Ma[PI.IP, a;;;> 0, (2.16) 
p=o 

reveals, each tensor MaeE~ (a;;;>O) can directly be decom­
posed in terms of MalPleKera_2P Tr. 

(14) Given MaeEa and MPeEP, we introduce thesym­
metric traceless tensor product: 

Ma /\MP: = (MaV MP )eKera + p Tr, (2.17) 

and the contracted symmetric traceless tensor product: 

ManMP: = (MaUMP )eKera + p _ 2 Tr. (2.18) 

( 15) The symmetric traceless tensors constructed from 
a decomposable tensor and, in particular, those generated by 
a single unit vector g ( ® a g; ® Ig: = g, ® 0g: = leEO = R), 

ya(g): = (®ag)eKera Tr, a;;;> 0, igi = 1, (2.19) 

are used quite widely and have been discussed by several 
authors.2,5-12,15 We call r (g) Ikenberry'S tensorial har­
monics. Weinert 15 was able to prove that r (g) are nothing 
else than Maxwell's multipole representations of spherical 
harmonics.25 

( 16) The projection of lEa onto the irreducible subspace 
Kera Tr of symmetric traceless tensors of degree a will be 
denoted by E(aia). The natural projection E(aia)eIE2a, 
for which we have 

(2.20) 

is separately symmetric traceless in both sets of a indices, 
because, by definition, it is symmetric traceless in one set; in 
this context, see the work of Co ope and Snider? 

B. The V operator and Its various modifications 

Let M a be a differentiable tensor field in IE and V be a 
gradient with respect to xeE. Given the V operator, for the 
most part we shall deal with a variety of other tensorial oper­
ators associated with V. 

( 1 ) The action of V 0 on a tensor field M a of degree a;;;> 1 
is defined by 

VoMa: = Tr VMaeEa - l. 
(1.«+ I) 
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(2) In accord with the Meyer-Schroter work, 18-20 the 
action of the symmetric operator V V on a tensor field M a is 
defined by 

VV M a : = IIVMaEE:+ I. (2.22) 
(3) Finally, the effect of the symmetric traceless opera­

tor V 1\ on a tensor field Ma is given by 

V I\Ma: = (VV Ma)EKera + 1 Tr. (2.23) 

III. REDUCIBLE AND IRREDUCIBLE EQUATIONS OF 
TRANSFER FOR THE MOMENTS 

Given a three-dimensional, classical, moderately rar­
efied, simple, monatomic gas for which each molecule of unit 
mass is subject to an external body force KI [KI being a 
function of position x and time t but not of momentum (ve­
locity) A], we start our discussion with the following equa­
tion of change for the one-particle density f (A,x,t): 

aJ+AoVJ+aoV;./=J(f), (3.1) 

where a is the molecular acceleration and J denotes the 
Boltzmann collision operator.3.4 The molecular acceleration 
a is tied to the external body force KI through Newton's 
second law which takes the form27.28 

(3.2) 

in any arbitrary noninertial frame. Here K2 and L2 are, re­
spectively, the velocity-independent part of the inertial force 
and the skew-symmetric tensor associated with the angular 
velocity of the reference frame relative to an inertial framing. 

For immediate use we introduce the relative reducible 
moment M aElE: of the form 

(3.3 ) 

where 

X:=A-U, u:= LA fdA (LfdA )-1. (3.4) 

Of course, the quantity u can be interpreted as a macroscopic 
velocity field. 

By (3.1)-(3.4) we easily show that 

a,Ma+Vo(Ma®u+Ma + l
) +aLUMa 

+ a(a,u + uoL - K) V Ma-I = pa, a>O, 

K: =K1 +K2 , L: =L1 +L2, 

L1:=Vu, M-1:=0, 

where the collision integrals po are defined by 

pa: = L ( ® ai)J( f)dAElE:, a>O. 

(3.5a) 

(3.5b) 

(3.5c) 

(3.6) 

[To simplify our notation, in Eq. (3.5a) the Vx operator is 
denoted by V.] From the balance of linear momentum, we 
see at once that the evolution of M a is unaffected by both 
external body forces and translational accelerations of the 
noninertial frame and is affected by rotations of the reference 
frame only through the molecular Coriolis force represented 
by - A,oL2• Indeed, combining 

a,u + uoL + R = K, R: = (lIMo)VoM 2 (3.7) 

with (3.5a), we arrive at 
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a,M a + Vo(Ma® u + Ma+ I) 

+a(LUMa-RVMa-I)=pa, a>O. (3.8) 

We now wish to obtain the balance equations for .Ma IP1 . 
To this end we appeal to the following lemma. 

Lemma: Let MaElE:, LEE2, and RElE be three arbitrary 
tensors. Then the action of the operator a TrP on LUMa 
and RV ~-I is given by 

a TrP(LUMa) 

= (a - 2/3)LUMa[P) + 2{3LoMa[P-I), 

a TrP(RV Ma-I) = (a - 2{3)RV Ma-l[P) 

(3.9a) 

+ 2/3RoMa -l[P-1l, a> 2/3>0. 
(3.9b) 

Proof If /3 = 1, the lemma follows from the argumenta­
tion in Appendix C. Now assume that (3.9a) is true for 
/3 - 1 (/3>2). Then we have 

aTrP(LUM a) = Tr[a TrP- 1 (LUMa)] 
A 

= (a - 2/3 + 2)Tr(LUMaIP -I) 

+ 2(/3 - l)LoMa[P-I). 

Applying (3.9a) for/3= 1 and a = a' - 2/3 + 2 (a'~a), 
we obtain 

aTrP(LUMa) = (a - 2/3)LUMa[P) + 2LoMaIP -I) 

+ 2(/3 - l)LoMa[p-I), 

and so the induction is closed. In exactly the same way one 
can show that Eq. (3.9b) holds also. This completes the 
proof of (3.9). • 

Due to the fact that for certain admissible choices of the 
pair (a,/3) the contracted moments 

Mp: = {Ma[P-1l,Ma-l[P),Ma-I[P-I)} 

appearing on the rhs of (3.9a) and (3.9b) are not well de­
fined, we extend the range of validity of Eqs. (3.9) to these 
cases by setting then Mp = O. 

In view of (3.8) and (3.9), an equation of change for 
MaIP ) (a>2/3>0) is easily seen to be 

a,MalP) + Vo(Ma[P) ® u + Ma+ l[PI) 

+ (a - 2{3) (LUMa[p) - R V Ma-I[PI) 

+ 2/3(LoMaIP-I) - RoMa-l[P-II) = paIP ), (3.10) 

where, according to our notation [see Sec. II A, Eqs. (2.4) ], 

pa[PI:=TrPpa. (3.11) 

To proceed further in the calculation of the irreducible 
equations of transfer, we have to evaluate the action of the 
natural projection E(a - 2/3la - 2/3) upon each tensorial 
expression in Eq. (3.10) directly in terms of M alP) or of 
MaIP. we call Ma[P )EKer Tr and MalPEKer Tr the , a-2p a 
relative symmetric traceless moments of the one-point distri­
bution function! This decisive step is the only one which is 
algebraically difficult, and so for the moment we simply as­
sert that 

(a,Ma[p) = a,Ma[p), 

(Vo(Ma(PI ® u» = Vo(MaIP) ® u), 

Z. Banach and S. Piekarski 
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(Vo(Ma+I[.81»= a-2/3 VAMa+I[.8+11 
2a-4/3+1 

+VoMa+I[.81, 

(a - 2/3) (LUM a [.8 1) 

= (a-2f3) a-2/3-1 LAM a [.8+ 11 
2a-4/3-1 

(3.14) 

+ (a - 2{3) LnMa[.8 1, (3.15) 

(a - 2/3) (R V M a - 1[.81) = (a - 2/3)R AMa - 1[.81,(3.16) 

2/3 (LoMa[.8- 11) 

_---'2/3'----_ SMa[.8 1 

2a-4/3+3 

+ 2/3(a - 2/3)(a - 2/3 - I) 

(2a - 4/3 - I )(2a - 4/3 + I) 

+ 2/3(a - 2/3) LnMa[.8 1 
2a-4/3+3 

LAMa[.8 + 11 

a Mal.8 + Vo(M al.8 ® u + Ma+ 11.8) + _a __ V AMa-ll.8 + I 
t 2a + 1 

2/3(RoMa-I[.8- 1 1) = 2/3(a-2{3) RAM a - I[.81 
2a-4/3+1 

(pa[.81) = pa[.81, 

where 

+ 2/3RoM a - I[.8- 11, 

S: = Tr IlL = Tr IlLI. 

( 3.17) 

(3.18 ) 

(3.19) 

(3.20) 

For completeness, however, we shall present in Appendix D 
a sketch of the proof of the equality (3.17). Then thederiva­
tion ofEqs. (3.12)-(3.16), (3.18), and (3.19) can be re­
peated essentially word for word with only slight technical 
changes in the method. 

A glance at Eqs. (3.10), (3.12)-(3.19), and the trans­
formation rule Ma + 2.8[.81 = M al.8 shows that 

+ _1_(2/3SM al.8 + a(2a + 2/3 + 3)LnMal.8 + 2a/3Mal.8nL) 
2a+3 

+ a(2a + 2{3 + 1)( a-I L AMa- 21.8+ 1_ R AMa - II.8) + 2{3 (LoM a+ 21.8- 1_ RoMa+ 11.8- I) = pal.8, (3.21) 
2a+l 2a-l 

for a)O and /3)0, where, by definition, 

Mul-I:=O, M- II.8:=O, M- 21.8:=0 

and 

(3.22) 

(3.23 ) 

As elementary inspection reveals, the differential equa­
tionsjust obtained do not seperate; in general, not only M"lr 

with v + 2y = a + 2/3 and y = /3 - 1 </3 occurs in Eq. 
(3.21), but also the symmetric traceless moments Mvlr with 
v + 2y = a + 2/3 + I > a + 2/3 are found in the irreducible 
equation of transfer for M al.8, at least insofar as the lhs of 
that equation is concerned. Even if one ignores a very diffi­
cult problem concerning the form of the explicit and exact 
dependence of pul.8 upon M"lr, these observations demon­
strate the so-called forward coupling of the equations of mo­
ments. 

In conclusion, we rest content to point out that the spe­
cial cases ofEq. (3.21) were derived and extensively applied, 
as one of many segments of the whole procedure called Max­
wellian iteration, by Truesdell and Ikenberry in the middle 
1950's, but, to the best of our knowledge, they have not to 
this day published the single and compact expression (3.21). 
Johnston lO was the first to solve some of the nasty tensorial 
problems of this work and to invent the general method of 
deriving the irreducible equations of transfer for Ikenberry'S 
tensorial expansion coefficientslaEKera Tr off On the oth­
er side, since the irreducible "moments" la are not fields in 
the ordinary sense of continuum mechanics (aside from the 
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dependence upon position x and time t, they are functions of 
11" I ER), it is hoped that the present theory ofthe equations of 
moments constitutes partly an extension and partly a supple­
ment to that in Refs. 7, 10, and II. 

IV. ILLUSTRATION OF THE IDEA OF IRREDUCIBLE 
TENSOR DESCRIPTION, APPLIED TO THE MOMENT 
PROCEDURE OF GRAD'S TYPE 

A. Reducible and Irreducible representations of the 
distribution function 

In the paper in which Grad3 developed his 13 moment 
approximation to the velocity distribution function I for a 
rarefied gas he utilized certain three-dimensional Hermite 
polynomials, whose properties he considered in a compan­
ion paper.23 In terms of a dimensionless vector 1, the Her­
mite polynomials, which are components of tensors 
Jr (l)EE~ defined by 

D a (l): = ( - I )awo-I(~ rwo, (4.la) 

Wo(l): = (217')-3/2 exp( - ~1112), (4.lb) 

are of total degree a in the three components,.?f lEE, as is 
readily seen from (4.1). [In Eq. (4.1a) (a/atl.)UWo is the 
result of the a-fold successive application of the differential 
operator a/al: = VAIA=:l: to the scalar function Wo.] In­
spection shows that the Hermite polynomials are orthogonal 
with respect to w 0.13 In addition, in the space of functions 
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which are square integrable over E with weight Wo, the Her­
mite polynomials are complete.23 

Grad considers only such molecular densities/as can be 
expanded in a series of Hermite (tensorial) polynomials 
Ba (:i). In order to set down the expansion of the distribu­
tion function/ around a local Maxwellian/o given by 

/o(A.,x,t): = p(x,t) [kB T(x,t)] - 3/2WO(A), 

p:=Mo, kBT:=jTrM2IMo, 

i = (k
B

T)-1/21 = (k
B

T)-1/2(A. - u), 

(4.2a) 

(4.2b) 

(4.2c) 

we let p, u, and ~ kB T be the mass density, the macroscopic 
velocity, and the internal energy per unit mass, respectively, 
that correspond to f29 In the result we obtain 

(4.3 ) 

Ifwe multiply each side of (4.3) by ~ (A), integrate with 
respect to A., and make use of the orthogonality properties of 
Ba (A), then we find that the so-called Hermite expansion 
coefficients b aEE~ of the distribution function are function­
ally related to f 

ba=l. (BU(A)/dA.. (4.4) 
p J~~ 

Both by placing (4.1) into (4.4) and by appealing to the 
definitions of p, u, and k B T, we arrive at 

bO=I, b l =Trb 2 =0. (4.5) 

Of course, Grad's expansion is not ideally suited to the 
irreducible equations of transfer. However, once Eqs. (4.1)­
(4.5) have been set down, we may derive from them, 
through the elementary operations of multilinear algebra, 
the alternative representation of the distribution function / 
that fits in together and with the system (3.21), omitting but 
not disregarding other independent, important approaches 
fashioned by mathematical apparatus such as spherical ten­
sors and harmonics. [In fact, spherical harmonics have been 
extremely useful for the calculation of collision integrals for 

all interaction potentials, not only the Maxwellian one; see, 
e.g., Suchy l3,14 and Weinert. 15,16] Insofar as we are aware, in 
the literature on the kinetic theory the nasty problems gener­
ated by, and associated with, the rigorous transformation of 
Grad's expansion of the distribution function/into its irre­
ducible analog have been outflanked rather than logically 
solved. 

We begin by eliminating ~ (A) in (4.3) through use of 
[aI2] 

B a = L I(a,{3)k(a - 2{3,{3) B a[(3] V [(3. (4.6) 
(3=0 

Hence 
co [a/2] 1 

/ = fo L L ,1(a,/3) k(a - 2{3,{3) 
a=O (3=0 a. 

X b a[(3 JoB a[(3). (4.7) 

To say more about/ than Eq. (4.7) asserts, we must have 
precise knowledge of B a[(3]. Recalling now23 

A [a12] A 

Ba(A.) = L (- l)wl(a,m) [( ®a- 2wA.) V [W] (4.8) 
w=o 

as well as (2.8a), (2.9a), and (2.14), we obtain for B a [(3] 

(3 A 

B a[(3) = (TrP Ba) = L ( - l)wn(a,m) IA.la-2w 
w=o 

x(TrP[(®a-2wg )v[w], (4.9) 

where 

g: = IA 1-11 ( 4.10) 

U sing for M U - 2M here the tensor ® a - 2Mg, and observing 
thatM U 

- 2,uIy) = ya - 2", - 2Y (g), we obtain from thedecom­
position (2,16) in which a=:}a - 2m the equality 

[(u-2,u)12] 
® U - 2Mg = L Ha - 2m,y)k(a - 2m - 2y,y) 

y=o 

X ya-2,u-2Y (g) VJY. (4.11) 

Clearly, in virtue of (4.11), Eq, (4,9) may be written as 

(3 l(a-2,u)/2] A 

B al(3) = L L ( - 1 )'Un(a,w)H(a - 2w,y)k(a - 2w - 2y,y) 1,1, la- 2'U(TrP [yu - 2M - 2Y(g) V ['<>+ Y]) 
(11=0 y=O 

(3 A 

= L ( - I )'Un(a,w )ft(a - 2m,{3 - W) k(a - 2{3,{3 - W) 1,1, la - 2", TrP [yu - 2(3(g) V [(3], 
w=o 

Just as before, in (4.12) we have made use of (2.14), Taking 

yu -- 2(3(g) V [(3 = [Ha,{3) ]- I ya - 2(3(g) *[(3 

and appealing to 

TrP [yu - 2(3(g) *[(3] = [k(a _ 2{3,/3) ] - I yu - 2(3(g) , 

we conclude that 

(3 
B a[(3] = L ( - l)"'l(a,m H<a - 2w,{3 - m) k(a - 2{3,{3 - m) [l(a,/3) k(a - 2{3,{3) ]-IIA la- 2",yu - 2(3(g) 

w=o 
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where 
A A. A 2 

ya(A): = ( ® aA ), z: = !IA I . (4.16) 

If, as usual, we identify24.25 

f (-l)P+W (2a+2p+ 1)11 zP-w 
W=O 2Wm!(p - m)![2a + 2(P - m) + 1]11 

( 4.17) 

with the so-called Laguerre polynomials L ~a + 112) (z), then 
we obtain 

BalPI(A) = (-1)p2Pp!ya-2p(A)L~a-2p+I/2)(z), 
(4.18 ) 

and hence by placing (4.18) into (4.7) we find that the irre­
ducible counterpart of (4.3), which fits in together and with 
Eqs. (3.21), is 

oc oc 1 
/=/0 L L (- l)Pk(a.P), 

a=Op=O a. 

XbaIP(x,t)oya(:i)L ~a+ 112) (Z). (4.19) 

Denoting by R + the real interval (0, + 00 ) and by K. the set 
of unit vectors, K: = {geE: Igl = 1), we see from24.25 

r ~+ 112e-zL ~a+ 112) (z)L ~a+ 112) (z)dz 
JR+ 

_ [ii(2a + 2P + 1)11 8 
- 2a+P+ Ip! py ( 4.20) 

and2 

i 41Tal 
ya(g) ® yV(g)dg = . 8avE(ala) (4.21) 

K (2a+ I)!! 
that the Laguerre-Ikenberry expansion coefficients 
b alPEKer a Tr of the one-particle density / are the expecta­
tions of the corresponding Laguerre-Ikenberry functions 

A 

ya(A)L 1a + 112)(Z): 

balP= (_I)p(2P)!! r ya(A)L1a+1I2)(Z)/dA. 
p JE 

(4.22) 

The quantity 8ap appearing in Eqs. (4.20) and (4.21) de­
notes the Kronecker delta and E(ala) is, as we know, the 
natural projection defined by (2.20). 

In order to facilitate conversions between M alP and 
balP , we record here the algebraic equation24.25 for zP: 

zP = Ip f (- I )",(f3)(2m)!! 
2 w=o m 

x [k(a,p)] -lk(a,m)L ~a+ 112)(Z). (4.23 ) 

This equality and the decomposition (4.17) for L ~a + 112)(Z) 

allow us to write 

MalP = p(kB nP+ a/2 wtJ!) [k(a,p) ] -Ik(a,m)b a l"', 

(4.24a) 

(-l)PbaIP=J..(kBn-a/2 f (_I)w(P) 
p w=O m 

1810 

X (kB T) - W[k(a,p) ] -Ik(a,m )Mal"'. 

(4.24b) 

In summary, the expansion (4.19) confirms the impor-
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tance of Laguerre polynomials in the kinetic theory and, at 
the same time, shows that spherical harmonics may be re­
placed by those of Ikenberry. According to Coope and 

A A 

Snider,2 therelationofya(A) = jAjaya(g) to "the proper-
ties of three-dimensional space is more apparent than with 
spherical tensors, where one axis is arbitrarily distinguished, 
and, furthermore, they can often be more easily handled, i.e., 
without the necessity of tables of numerical coefficients." 
However, in regard to the Coope-Snider statement to dem­
onstrate that one axis has to be arbitrarily distinguished, the 
reader should note our comment in Ref. 30. 

Johnston 10 has described a general procedure for ex­
pressing/in terms of its tensorial irreducible expansion coef­
ficients/aEKera Tr, 

OC 

/(A,X,t) = L /a(III,x,t)oYU(g), (4.25) 
a=O 

and also derived the system of balance equations for them. It 
is important to observe that Eq. (12) in Ref. 10 and Eq. 
(3.21) in the present work are not completely equivalent. 
First, from the very beginning Johnston considers only such 
molecular densities/as may be represented in the mean by a 
series ofikenberry's coefficientsfa, and second, he makes no 
use of the expansion 

/a =/0 f (-l)PJk(a,p) J,L1a+ll2lbaIP (4.26) 
p=o a. 

and the transformation rule (4.24b). Had we chosen the 
suitable adjustment of Johnston's method, substituting 
(4.26) into Eq. (12) in Ref. 10, we would have been able to 
see clearly how to obtain the equations of transfer for balP . 
Of course, because of (4.25) and (4.26), in the procedure 
just outlined the one-particle density / must possess the La­
guerre-Ikenberry moments b alP of all orders. In contrast, 
Eq. (3.21) is valid, as its derivation in Sec. III shows, for a 
much broader class of functions j, indeed for ones which 
need possess only a finite number of the direct moments 
M a lf3. 

B. Irreducible variant of Grad's method of truncation 

Before proposing and exploiting the irreducible variant 
of Grad's truncation scheme, we shall complete our survey 
of results that conform with those on one-dimensional classi­
cal gases.31 To this end let us consider the following standard 
expression for the entropy density h: 

(4.27) 

C being a constant directly associated with that of Planck; 
the exact form of this constant is of no importance in our 
further investigations. We can arrive at an approximate for­
mula for an h corresponding to 

/=/0(1 +c), 

E: = L (- 1 )Pk(a,p) 
a + 2f3>Z 

X J.. b a lf3(x,t) 0 ya(A)L ~u + liZ) (z), 
a! 

(4.28a) 

( 4.28b) 

which amounts to determining h from ba [f3 • In the neighbor-
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hood of local equilibrium, if instead of the logarithm 
In( 1 + E) we use the first two terms in its Taylor expansion 
E - ~c + "', we obtain for h - ho 

1 1 
h -ho~ --pkB L 

2 a+2fJ>2 (a+2p)! 

Xl(a + 2P,/3) k(a,/3) b alPob aIP<o, (4.29) 

where 

ho: = - kB 110 In(CIo)dA 

= 2. pkB - pkB In [ep(_I_)3/2] , 
2 21T"kB T 

(4.30) 

and the series (4.29) converges, because we suppose that 
exp(lIAI2) / be square integrable over E. Interpreting 
( 4.29), the choice of the Laguerre-Ikenberry expansion co­
efficients balfJ of/always diagonalizes the largest contribu­
tion to h - ho and the right-hand inequality in (4.29) sug­
gests that 10 gives h the greatest value it can attain for all 
molecular densities/corresponding to the same gross condi­
tion (b 0 = 1, b I = Tr b 2 = 0). Obvious, trivial, and well­
known as these observations are, .i.4 they were32 and will 
be33

•
34 of great, almost decisive import in our extensions of 

the range of validity of Grad's ideas3
•
4 to quasiparticle gase­

ous systems. 
Given Boltzmann's operator J for any spherically sym­

metrical model, the balance equation (3.21) in which 
a,wlfJ occurs contains a contribution from the collision in­
tegral 

palfJ = 1 1112fJya(I)J(/)dA. (4.31) 

We insert the expansion (4.19) into (4.31) and make use of 
( 4.24b). The result is an infinite sequence of differential 
equations in the symmetric traceless moments M alP of f, 
which in general cannot be solved without some truncation 
procedure. Ifwe are willing to accept Grad's method, in the 
system of equations up to a,MaIP, a + 2P = r (r = 2,3, ... ) 
we may set all Laguerre-Ikenberry coefficients balP for 
which a + 2P> r equal to zero. Then, due to (4.24b), we 
obtain 

",to ( - 1 ) "'(!) (kB n - "'[k(a,/3) ] - 'k(a,w )Mal'" = 0, 

(4.32a) 

a+2P>r. (4.32b) 

On the left differential side, only the final equations for 
a,MalP, a + 2P = rthemselves are altered; in particular, us­
ing (4.32) in which a + 2P = r + 1, 

Ma+ liP = Pi' ( - l)P- "'+ I(P)(kB n P-'" 
",=0 w 

X [k(a + 1,p) ] - 'k(a + l,w )M a + II"', 

(4.33a) 

Ma-'IP+' = f (-I)P-"'(P+ 1)(kBn p -",+, 
",=0 w 
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X [k(a - 1,/3 + 1)] -'k(a - l,w)Ma-' I"', 
(4.33b) 
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a + 2P= r. (4.33c) 
On the right collision side, we must replace (4.19) by 

/ = /0 L (- l)~(a,p) ..!... b aIP(x,t) 
a + 2fJ<.r a! 

oya(,~,) L 1a+ 112l(Z) (4.34) 

in (4.31) except in the case of a gas of Maxwellian molecules 
where the exact expression (4.31) for palP, a + 2P<r al­
ready has the "proper" form depending on M vir, 

v + 2r<a + 2P<r alone. 
The method of Muller and Liu, described in detail in 

Ref. 35 and based upon the effect of diagonalization of an 
approximate formula for an h, 31,32 allows one to establish the 
precise sense of the statement that the system of differential 
equations for MaIP, a + 2p<r just obtained, if supplement­
ed by the principle of conservation of momentum (3.7), de­
scribes a certain thermomechanical process.37 

V. THE STRUCTURE OF COLLISION INTEGRALS FOR A 
GAS OF MAXWELLIAN MOLECULES 

A [al2] A 

®aA = L l(a,w)[Ba-2"'(A) VI"'] 
",=0 

and the definitions (4.2c) and (3.6) it follows that 
[a/2] 

(5.1 ) 

pa =p(kBn a12 L l(a,w)(Qa-2",v I"'), (5.2) 
",=0 

where 

Qa: =..!... r Ba(A)J(j)dA. (5.3) 
pJE 

In a gas of Maxwellian molecules, the collision integral Qa, 
a;;.2, is a linear combination of the Hermite moments of 
degree a plus a bilinear combination of the Hermite mo­
ments of lower degree, the sum of the degrees in each term 
being a: 

Qa = Qr + Q~, a;;.2, 
[al2] A 

Qr =p L A~ b allO
] V IlO, 

(lJ=O 

Q~='" , 

b allO] = Tr'" b a. 

(5.4a) 

(5.4b) 

( 5.4c) 

(5.4d) 

Here the scalar coefficients A~ are functions of the molecu­
lar parameters (constants) alone and are independent off 
In addition, the response of a gas of Maxwellian molecules is 
exactly the same for P a. That is, if we replace b fJ by M fJ in 
Qa = Qa(bfJ), we obtain pa = Qa(MP). Bearing this22 in 
mind, the major breakthrough came from Truesdell and 
Muncaster, II who in their theorem, henceforth referred to as 
the Truesdell-Muncaster theorem, not only gave the explicit 
formula for A~ but also actually succeeded in calculating 
Q ~. However, since their result is extremely complicated, 
the missing right-hand-side of (5.4c) will not be given here; 
for more details, see Eqs. (XVI.20) and (XVI.22) on p. 242 
in Ref. 11. 

Now, regardless of (5.4), the evaluation of QalP 
= (TrP Qa+2P), or of palP, was originally proposed by 
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Ikenberry (and Truesdell).7 One of the most essential 
aspects of Ikenberry's theorem comes when we recall his 
result for Q ~IP = (TrP Q ~ + 2P) of the form 

(5.5) 

where Bp stands for the scalar coefficient first determined in 
Ref. 7. According to Truesdell and Muncaster," the fact 
that Q 11P is a scalar multiple of the symmetric traceless "mo­
ment" b alP alone leads to results which would be difficult to 
extract from (5.4b), although that formula certainly implies 
them. Since the hope for setting up an undeniable correspon­
dence between both theorems has surprisingly not material-

lall) I (a - 2",)1l) 

ized as yet, here we shall examine this question more closely. 
Thus let us consider (5.4b) as a starting point. Then, 

due to the decomposition 

A I (a - 2",)/2) 

b al",) = L i(a - 2m,y)k(a - 2m - 2y,y) 
r=O 

( 5.6) 

directly resulting from (2.16) and (2.8a), as well as in virtue 
ofthe properties (2.14) and (2.lOb), we are justified in do­
ing the following sequence of transformations: 

Q~[P) = (TrP Qn =p L L A: lea - 2m,y)k(a - 2m - 2y,y)(TrP (b a[",+ r) V 1"'+ r» 
",=0 r=O 

P 
=p L A:l(a - 2m,p - m)k(a - 2P,p - m)(TrP (b alP1 VIP» 

",=0 

P 
= p[l(a,p)k(a - 2P,p)] - I L A: lea - 2m),p - m)k(a - 2P,p - m)b alP). (5.7) 

",=0 

By making use of Q ~IP = Q ~ + 2P IP), we get a relation for 
Q ~IP which may easily be identified with Ikenberry's for­
mula (5.5), provided that the coefficient Bp is given by 

P 
Bp = [l(a + 2p,p)k(a,p)] - I L A: + 2P 

W=O 

Xl(a + 2P - 2m,p - m)k(a,p - m). (5.8) 

Hence the derivation of (5.5) from (5.4b) is complete. Cur­
iously enough, the expression (5.8) relating Bp to A: + 2P 
has never been established before. 

Following Ikenberry and Truesdell,7 we may prove that 
Bp <0. Finally, making use of (5.2), (5.5), and (4.24b), 
and appealing to the universal method of Sec. IV A, we are 
able to arrive at 

palP=p ",tovt", (kBT)p-",( _l)"'+v(~)(:) 
XB~[k(a,p)] -lk(a,m)Mal'" + ... , (5.9) 

where the ellipses represents that part of the collision inte­
gral palP which in the linear approximation is considered to 
be negligible. 

VI. FINAL REMARKS 

A. General observations 

It may seem odd that we have not yet confronted the 
routine question, for what reason we should be appreciative 
of having a completely irreducible tensor description of 
three-dimensional, classical, moderately rarefied, simple, 
monatomic gases. Here, quite intentionally, we shall not 
evaluate our postulational basis by a mere listing of the types 
of predictions of the theory in describing physically mean­
ingful facts. Since the present approach covers very tradi­
tional ground, almost all of them have already been convinc­
ingly and excellently summarized. II Quite apart from the 
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embarrassing observation, whether or not the irreducible 
tensor description of classical gases can culminate in real 
physical results, Le., in numbers, from the very beginning we 
offer this work as a partial and certainly incomplete reply to 
the following Truesdell-Muncaster statement on p. XIX in 
their monograph' ': " ... , many of the analyses contain impor­
tant gaps, '" . Our first purpose is to uncover these gaps and 
to illuminate them as challenges to future research by math­
ematicians. " 

Thus, for the time being, this paper should be considered 
as an end in itself. However, part of the usefulness of the 
formalism is that it enables us in the next two papers,3-~,34 
henceforth referred to as Parts II and III, to extend almost 
"effortlessly" to quasiparticle gaseous systems a vast quanti­
ty of conclusions originally thought limited to a gas of classi­
cal molecules. 

B. Comments regarding quasiparticle gases 

The essential point we wish to stress here once more is 
that the severe restrictions on the types of gaseous systems 
considered in this work are not basic limitations on the gen­
erality of our ideas, but are adopted merely for pedagogical 
purposes. 

Let us suppose that a nonclassical gas composed of 
phonons, magnons, rotons, etc. is adequately described by 
the Boltzmann-Peierls equation. 36 Then, by the introduction 
of the purely mathematical set offunctions/satisfying Con­
dition I of Sec. VI A in Part II, a more subtle but very similar 
theory can be proposed. In consequence of applying Condi­
tion I, this generalized theory rests primarily on the effect of 
diagonalization of an approximate formula for an h and pro­
vides in essence the only real key in establishing a strict qua­
siparticle analog of the irreducible variant of Grad's expan­
sion of/in terms of Hermite polynomials. 

As useful as the characterization of the non equilibrium 
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occupation probability f of quasiparticle states by its reduc­
ible moments has proved to be (in Gurevich's monograph,36 
for instance), it must clearly be conceded that Condition I is 
capable of yielding an irreducible series representation off 
which, in contrast with classical gases, may later demonstrate 
to have no reducible counterpart at all. Thus the attempt to 
invent from the outset in Parts II and III the irreducible 
tensor description is not only an academic game, intellectu­
ally challenging but of no import. 
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APPENDIX A: DEFINITIONS OF n, Tr(p,v) ,M"oM3, I, and V 

Let lE be a three-dimensional Euclidean vector space. 
Choose an orthonormal basis {e l ,e2,e3} in lE and set 

(Al) 

( 1) The action of the symmetrizer IT on a tensor Ma of 
degree a (a;;;.2) is given by 

3 

ITM
a
: = I M~r,. 'r,,) er""r,,' (A2) 

"'···Y(I= I 

where the coefficients M~"'r" are components of M a with 
respect to the basis {e p eZ,e3 } and parentheses enclosing a set 
of a indices represent symmetrization of these indices, i.e., 
the sum over a! permutations of the indices, divided by a! 
Moreover, we define IT to be the identity on lE and R, 

(A3) 

Obviously, IT: lEa :::::}E~ is a projection operator: 

IT2 = IT. (A4) 

(2) Since the trace operator with respect to the pair 
({3,v), denoted by Tr(t~.l') , determines a linear map, 

Tr :lEa :::::}Ea
-

2
, a;;;' 2, a;;;'{3;;;.I, a;;;. v;;;. 1, {3=1=v, 

(fJ.l') 

we only need to consider how it operates on the generator 

Tr er "'r : = or", er . ";'p"" ···r , 
(P,v) I a p" v 1 v 0' 

(A5) 

where orpTv denotes the Kronecker delta and the hat over 
rfJand rv tells us that er and er do not appear in er ' r • 

P l' I a 

(3) Suppose that a;;;' 1, {3;;;'1, and v: = min (a,{3). Then 
the bilinear operator 

r:lEaX lEfJ:::::} lEa + fJ- 2v, 

for which we write 

MaoMfJ: = r(Ma,MfJ), (A6) 

is uniquely determined by its action upon the generators 
er•··· ru and eS , ... S/3: 
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(a >/3), 

(a = {3), 

(/3> a). 

In addition, we set 

MaoMO: = MOoMa: = MOMa, a;;;'O. 

It is easily checked that 

M"'oM{3 = M(3oM"'. 

(A7) 

(AB) 

(A9) 

We call the tensor AF 0 Mf3 the inner product of AF and Mf3 . 
( 4) The contravariant metric (unit) tensor I of the Eu­

clidean vector space lE is given by 

3 

I: = I er ® erElE~. (AlO) 
r= I 

(5) Let AF be a differentiable tensor field in E. Then the 
action of V on a tensor field M a of degree a;;;'O is defined by 

where 

a 
V.:=-, 

J aX
j 

3 

X = I xjej • 

j=1 

APPENDIX B: PROOF OF THE IMPLICATION 
(P>O):::::} «Mu*1 P)=I(a+2P,p)(MUV 1[3) =0) 

(All) 

(Al2) 

Let {ea(r); r= 1,2, ... ,2a + 1} be a basis of Kera Tr. 
Then the natural projection E(ala)ElE2a oflEa onto the irre­
ducible subspace Ker a Tr of symmetric traceless tensors can 
uniquely be written as a sum 

2a+ 1 

E(ala)= I e,,(r)®ea(r). (Bl) 
r= I 

Hence, on recalling (2.20), we get 

2a+ 1 

(ITMa) = E(ala)oMa = I [ea (r)oMa]ea (r). 
r= 1 

From (B2) we conclude that, for /3> 0, 

[l(a + 2{3,{3») -1(M a .1 fJ ) 

= (MaV 1(3) 

= (IT(M U ®I{3» 

2u + 4{3 + I 

I [e,,+2/3(r)o(M"®I{3)]ea +2{3(r) 
r= I 

2a+4/3+1 

(B2) 

= I {[TrB ea+2/3(r)joM"}ea+2/3(r) = O. 
r= I 

(B3) 

Thus the implication holds. 
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APPENDIX C: PROOF OF (3.ga) AND (3.9b) FOR P = 1 

Recalling the notation of Appendix A and using Einstein's summation convention, we obtain 
3 

a Tr(LUM a
) = a Tr (LUM a) = L aLk(r M~ "'r)k Tr er "'r 

0,2) r
l
"'r

a
=1 I 2 a (1,2) I a 

3 

= L aLk(r,M~"'ra)k8r,r2er""ra 
rl""o= 1 

3 3 

= L (a - 2)Lk(r,M~"'ra)kr,r28r,r,er""ra + L 2Lkr,M~r,r""ra8r,r2er""ra 
'1""a=1 r.···'a=1 

3 3 

= L (a - 2)Lk(r,M~"'ra)kpper''''ra + L 2LkpM~pr''''raer''''ra 
~"'~=I ~"'~=I 

= (a - 2)LUMa[11 + 2LoMa[Ol. (e1) 

Hence the proof of (3.9a) for {3 = 1 is complete. Of course, exactly the same view applies to (3.9b) for {3 = 1. 

APPENDIX D: PROOF OF THE EQUALITY (3.17) 

Ourimmediate purpose here is to sketch the proof ofEq. (3.17) for the special case in which a - 2{3 - 4;;;.0 and{3;;;. 1. It is 
readily seen then that (3.17) holds also for a - 2{3;;;.0. 

Before we can proceed, we must begin with the two auxiliary equalities of the form 

M 2o(Ma*I) = (Tr nM 2 )Ma + aM 2UMa + aM aUM 2 + (M 2oMa)*I, (D1) 

M 2o(Ma*I 2
) = (a + 1) (a + 2)M2 V Ma + (Tr nM 2)Ma*I + a(M 2UM a)*I + a(MaUM 2)*I + (M 2oMa)*I 2, 

(D2) 

where M2ElE2 and MaElE~ (a;;;.2). 
By making use of the decomposition 

A [(a-2p+2)/21 
Ma[P-11 = L k(a - 2{3 - 2eu + 2,eu)Ma[P+OJ-I1*IOJ (D3) 

w=o 

and Eq. (2.14), it follows from (D1), (D2), (2.lOa), (3.20), (2.17), and (2.18) that 
A [(a-2p+2)/21 

(LoMa[P-11) = L k(a-2{3-2eu+2,eu)(Lo(Ma[P+OJ-11*IOJ» 
W=O 

= k(a - 2{3 + 2,0)LOM a[P- 11 + k(a - 2{3,1) (Lo(Ma[P1*I» + k(a - 2{3- 2,2)(Lo(Ma[P+ 11*1 2» 

= LoMa[P-11 + 1 SMa[P1 + a - 2{3 LnMa[P1 + a - 2{3 Ma[P1nL 
2a-4{3+3 2a-4{3+3 2a-4{3+3 

+ (a - 2{3)(a - 2{3 - 1) LAMa[P+ 11. (D4) 
(2a - 4{3 - 1) (2a - 4{3 + 1) 

Hence the proof of Eq. (3.17) for the a - 2{3 - 4;;;.0 ({3;;;. 1) case is complete. 
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Let E be a three-dimensional Euclidean vector space and assume that 1i11(k) is a quasiparticle 
energy in the mode kEE; thus k is a wave vector. Within the framework of the Boltzmann­
Peierls equation and a broad class of isotropic dispersion relations [11 (k) => 11 (A"),,,t: = I k I J, 
the exact system of irreducible equations of transfer for the symmetric traceless moments of 
the distribution function/is derived and the range ofvaIidity of Grad's moment procedure is 
extended to the case of quasiparticle gases. Thus not without reason. an expansion with respect 
to k of the one-particle density / around the local Bose-Einstein occupation probability fa in 
terms of the appropriately chosen Tchebychef functions Ap (z;0) and Ikenberry's harmonics 
ya(g) is carefully recognized. Also. the importance of the Tchebychefbasis {Ap; P = O.I •... }, 
both in any serious analysis of equilibrium fluctuations and in exploiting the Chapman-Enskog 
procedure, is clearly established. 

I. INTRODUCTION 

Given a gas consisting of quasiparticles (phonons. 1 

magnons,2 rotons, I etc.), the main object of this paper is 
both to solve some of the basic tensorial problems generated 
by the Boltzmann-Peierls equation3

-
5 and to invent the qua­

siparticle counterpart to Grad's moment procedure.6 The 
method parallels that of Banach and Piekarski. 7 We first 
began to study quasiparticle gases, within the framework of 
the one-dimensional Boltzmann-Peierls equation. in Ref. 8. 
The equations of transfer for the moments of the distribution 
function / and the quasiparticle analogue of Grad's expan­
sion of/ in terms of Hermite polynomials were some of the 
new results we found there. Explicit in our derivation of 
them was the specific assumption concerning the dispersion 
relation 11(k): n(k) -\k 1'.1 < r<2, kbeing a wavenumber. 
In extending the range of validity of Grad's ideas to the case 
of three-dimensional quasiparticle gases, here, too, we adopt 
the method of Ref. 8. However, in contrast with our previous 
analysis we wish to make use of somewhat deeper properties 
of the function n (k) than those we have presented so far, 
and for this reason we shall simply define, and deal from the 
very outset with, a broad class of isotropic dispersion rela­
tions. 

Here we proceed as follows. In outline, Sec. II begins 
with the introduction of the Boltzmann-Peierls equation, 
which is a necessary prerequisite for the kinetic theory, and 
ends with the precise specification of a certain class of iso­
tropic dispersion relations. The model collision operator J is 
the subject of Sec. III. In Sec. IV we define the symmetric 
traceless moments of the distribution function / and derive 
the exact system of irreducible equations of transfer for 
them. Yet, in order to render the infinite hierarchy of equa­
tions of transfer just mentioned definite. we must necessarily 
face the difficult problem of evaluating or estimating the 
collision integrals (which appear on the rhs of those equa­
tions) as an exhibited series in the symmetric traceless mo­
ments off Of course, since the collision integrals P a.p are 

functionally related to f, we cannot calculate them without 
first having to determine the irreducible moment representa­
tion of the distribution function, except in the case of a spe­
cific choice of the transition rate Y'i(k,k 1 ) where the exact 
expression for pa,p already has the "proper" form (Sec. V). 
With these statements in mind, Secs. VI and VII may turn 
out to be the most important. Indeed, in consequence of the 
introduction of a suitably chosen Hilbert space, these sec­
tions provide in essence the only real key for establishing a 
strict qusiparticle analogue of Grad's expansion of/in terms 
of Hermite polynomials and Hermite coefficients. Some aux­
iliary material, being in fact a supplement to Sec. VI, is in­
cluded as an Appendix. The theoretical method, as devel­
oped, is directly applicable to the description of fluctuation 
phenomena that originate in the molecular activity but 
manifest themselves in the random variations of the Tcheby­
chef-Ikenberry expansion coefficients aa,p of f9.10 We dis­
cuss this interesting topic in Sec. VIII. In addition, in Sec. 
VIII we try to demonstrate that our framework can be 
viewed as an important building block, not only in con­
structing the theory that parallels that of Grad for classical 
gases, but also in exploiting the Chapman-Enskog proce­
dure. 3

•
1l 

In the present paper we use the notation of Part I. Thus 
the reader interested in learning more about it is referred to 
Sec. II and Appendix A of our previous work.7 

II. THE BOL TZMANN-PEIERLS EQUATION AND THE 
DEFINITION OF A CERTAIN CLASS OF DISPERSION 
RELATIONS 

For the purposes of this paper, the kinetic theory of a 
three-dimensional gas of quasi particles should be regarded 
as a strongly simplified mathematical model in which the 
nonequilibrium occupation probability f, aside from its ob­
vious dependence on the wave vector kEE, is a function of 
position x and time t, satisfying the Boltzmann-Peierls equa­
tion of the form3

-
5 
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(2.1 ) 

Here J stands for the collision operator, whereas lin(k,x) 
represents the energy of a single quasiparticle in the mode k; 
the quantity 21T1i denotes, as usual, Planck's constant. 

We now proceed to work out the details for three simple 
special classes of isotropic dispersion relations. 

Example 1. The isotropic {phonon} model with disper­
sion: We consider the dispersion relation given by 

n(k,x) = af.L(Y), y: = hh, ..f: = Ik I, (2.2) 

where a and b are certain positive constants having the di­
mensions of frequency and length, respectively. By defini­
tion, f.L (Y) is a function in R +: = (0, + (0) with the follow­
ing properties 12: 

(A) f.LEC2(R +), f.L' (y) > 0, f.L" (Y) > 0, yER +. 

(B) lim f.L(Y) = O. 
y=>O 

(C) Zo: = lim f.L'(y) > O. 
y=>O 

(D) Let...i(z),ZERo+: = (zo, + (0) be a solution fory 
of the equation f.L'(y) = Z.13 Then as Z~ + 00 the rate of 
growth of Z is no greater than that of f.L [...i(z)]. 

(E) There are positive constants CI and C2 and a num­
ber p,p'>O, such that 

...i '(z) [...i(z) ]2";CI + C2(z - zo)P, for all zERo+. (2.3) 

In view of Properties A, B, and C we immediately conclude 
that 

Y< (1!zo)f.L(Y), when yER+. (2.4) 

An important example of f.L (Y) is provided by the following 
expression, which originates in the theory of phonon excita­
tions in Helium 113

: 

f.L(y) = y( 1 + tJym) , 

where 

(2.5a) 

O<tJ = const, 0 <m = const..;3. (2.5b) 

Example 2. The power {magnon} model: We introduce 
now the dispersion relation of the form 

n(k,x) = c(x)..f r, 1 <r..;2, (2.6) 

where the dimension-bearing coefficient c in front of ..fr is a 
differentiable function of position x. The usefulness of the 
r = 2 case arises from every attempt to study magnon excita­
tions in a continuum. 2 The "unrealistic" proposition n _ ..fr, 
1 < r < 2 still retains the crude qualitative physical properties 
of acoustic excitations in a continuum that might be impor­
tant (n~O for ..f~0, n~ + 00 for..f~ + (0). 

Example 3. The isotropic and dispersion less {phonon} 
model: Moreover, we shall deal with 

n(k,x) = c(x)..f, (2.7) 

where again c is a differentiable function of x. The unques­
tionable importance of (2.7) follows from the fact that the 
thermal properties of an insulating crystal at low tempera­
ture can be discussed assuming a validity of the isotropic and 
dispersionless approximation to the generally unknown 
function n (k,X). 3-5 
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III. THE MODEL COLLISION OPERATOR J 

A class of collision operators, which we shall find to 
include, in a sense, a counterpart of results that follow from 
the kinetic theory of a gas of Maxwellian moiecules,I4 may 
be defined by the integral equality 

J(f) = _.l (f-fo) + f [~(kl,k)fl(1 +f) 
7' JE 

in which 

It: =f(kl,x,t), 

~(k,kl): = G(..f)H(gogl)8(h - ..f l ), 

..f l: = Ikll, g: = h-Ik, gl: = hl-Ikl · 

(3.1a) 

(3.1b) 

(3.1c) 

(3.1d) 

HereG(h) andH(t), It 1..;1 are certain positive functions of 
theirargumentsand8(..f - hi) is Dirac's symbol. Thequan­
tity 7' can be interpreted as a mean (k-independent) relaxa­
tion time; in contrast with G(h) and H(t) the precise speci­
fication of 7' is of no greater import in our further 
investigations. Thefo denotes the Bose-Einstein distribution 
function that corresponds to f 

fo:=(e"'-l}-I, w:= lin, (3.2a) 
kBT 

L n(f-fo)dk=O, (3.2b) 

kB and Tbeing Boltzmann's constant and the kinetic theory 
temperature, respectively. 

Insofar as the physical content of (3.1) is concerned, the 
integral on the rhs of (3.1a), which appears here as a mere 
definition, was systematically exploited by Gurevich3 in his 
studies on the elastic scattering of phonons by different de­
fects (imperfections) of a dielectric crystal. Of course, for 
such a scattering process the energy of a single phonon re­
mains unchanged, i.e., the transition rate ~ (k,k I) vanishes 
unless n(k,x) = n(kl,x), and the simplest possible as­
sumption that 

J(f) = L[~(kl,k)lt(1 +f) 

-~(k,kl)f(1 +f)]dk) (3.3 ) 

evidently prevents the quasiparticle system from reaching 
local or absolute equilibrium. Thus if we wish to model the 
real collision operator adequately, we should slightly modify 
the rhs of (3.3) by adding a contribution of Callaway'S type 
as well. 

Elementary inspection shows that the proposition (3.1) 
for J( f) correctly reproduces the three basic features of the 
Boltzmann-Peierls equation. 

(i) A one-particle density is unaffected by collisions if 
and only if it is a Bose-Einstein distribution: 

J(f) = o <;::?f=fo. (3.4a) 

(ii) The fundamental conservation equation of quasi­
particle hydrodynamics, which expresses the time variation 
of the local density of energy as the divergence of the corre­
sponding flow, is fulfilled because of the property 
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L flJ(f)dk = 0. (3.4b) 

(iii) The Boltzmann-Peierls equation satisfies an H 
theorem: 

L J(f)ln[ (1 + f)1 f]dk>O. (3.4c) 

The ansatz (3.1c) concerns all positive functions H(S), 
Is 1<;;; 1, so as to make the integral on the rhs of (3.1a) exist, 
not merely those H(S) that can be expanded in a series of the 
Legendre polynomials 15, 16 Py (S), v = 0,1, ... , as follows: 

00 

H(s) = I dyPy(S)· (3.5) 
v=o 

Letffbeany function of A. Then the expansion (3.5) serves 
as basis from which to evaluate the collision integral of the 
form 

&' [ya{g)ff(A)]: = L ya(g)ff(A)J(f)dk, (3.6) 

ya(g), a = 0,1, ... , being Ikenberry's harmonics. 14,7 As a 
step toward calculating &,[ya(g)ff(A)] from (3.1), 
(3.5), and (3.6), we recall the two remarkable formulas of 
Coope and Snider,t7 

(2v)' Py(gogl) =--'2 yV(g)oyV(gl)' (3.7) 
2V(v!) 

i 41Ta' ya(g) ® yY(g)dg = . 8ayE(ala), (3,S) 
K (2a + I)!! 

where 

(3.9) 

Here Dav and E(ala) stand for the Kronecker delta and the 
natural projection,7 respectively. If we adopt (3.7) and 
(3.S), we obtain 

&' [ya(g)ff(A)] 

= - ~ r ya(g)ff(A) (/ - fo)dk 
r JE 

+ 41TCa L ya(g)..f2ff(A) G(A) (f - fo)dk, 

(3.lOa) 

where 

ca: = [l/{2a + 1) ]da-do (~co = 0). (3.lOb) 

IV. IRREDUCIBLE EQUATIONS OF TRANSFER 

A. The isotropic (phonon) model with dispersion 

After substituting for n. from (2.2), the Boltzmann­
Peierls equation (2.1) becomes 

aJ+abp'(y)goV/=J(/), V:=Vx ' (4.1) 

We take as the relations determining the symmetric 
traceless moments Na,liEKera Tr, a, (J = 0,1, ... , off those 
that are obtained if yO(g)p{y) / is multiplied by 

{ 
[p' (y) ] v for {J = 0,2, ... , 

S'-
Ii'- [ylp(y)][p'(y)]V for {J=1,3, ... , 

(4.2) 

v being the greatest integer <;;;{J 12 18 and integrated over all 
values of k: 
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(4.3) 

Looking at the definitions of the fields of physical inter­
est, we see that all of them are proportional to certain mo­
ments off, regarded as a function of k: 

Name Symbol 

Energy 
per unit volume 
Quasimomentum 
per unit volume 
Heat flux 

Q: = (1i/S-rrb)N I,1 
q: = (1la2bIS-rr)N I,2 

With the aid of (4,1)-(4.3), the explicit calculation of 
the irreducible equations of transfer for No,li presents no 
difficulties in principle. Techniques for treating this problem 
were developed in Sec. III of Ref. 7. Although individual 
methods differ in detail, depending on whether Boltzmann's 
equation or that of Peierls is under consideration, all are 
based on exactly the same structural ingredients. In the re­
sult we obtain 

a,Na,1i + abVoNa+ 1,1i+2 

+ [a/(2a + 1) ]abV /\Na - 1,1i+ 2 = pa.li, 

a,{J = 0,1, ... , N - 1,1i: = 0, 

where 

( 4.4a) 

( 4.4b) 

(4.5) 

By choosingff(A) to bep(y)Sp in Eq. (3.lOa), we arrive, 
in virtue of pa,li = &' [ya(g)p(y)Sp], at 

1 pa.1i = _ _ (Na,1i - N~:) + 41TCa 
r 

where 

N,::!: = L ya(g)p(y)Sp/o dk. 

It is easily verified that N'::! = ° unless a = 0. 

B. The power (mag non) model 

If we substitute (2.6) into (2.1), we obtain 

aJ + rcv(A)goV xl - ArwoV J = J(f), 

where 

(4.7) 

(4.Sa) 

veAl: = Ar-I, W: = Vxc. (4.Sb) 

The symmetric traceless moments off are defined as follows: 

(4.9a) 

a,{J=O,I, .... (4.9b) 

Multiplying the Boltzmann-Peierls equation (4.8a) by 
ya(g)Ar[v(A) ]p-I and integrating the result over E yield 

a,Na,1i + rcVoN°+ 1,1i+ 1+ [a/(2a + 1) ]rcV /\Na-l.P+ 1 

+ [2r+ ({J-l)(r-l) _a]WoNa+I,Ii+1 
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+ [al (2a + 1)][ 2r + (P - 1)( r - 1) 

+ a + 1] W/\Na-I,P+ 1= pa.p; 

a,p = 0,1, ... , N - I.P: = 0, 

where 

pa,p: = 1 ya(g)..e[V(h) ]P-IJ(j)dk 

1 = - _(Na.P - N':;f) + 41TCa 
l' 

(4. lOa) 

(4. lOb) 

xl ya(g)h,+2G(h)[v(h)]P-I({_/o)dk. 

(4.11 ) 

Here the N~: is given by 

N':;f: = i ya(g)h'[v(h) ]P-l/o dk. ( 4.12) 

As to the physical interpretation of some of the irreducible 
moments Na.P off, we have 

fie Ii rfic2 
€ = 8"rNo. l, Q = 8"rN I.O, q = 8"r N I.2. (4.13) 

C. The isotropic and dispersionless (phonon) model 

Using (2.1) and (2.7), it is a straightforward matter to 
show that 

JJ+ cgoVJ-IeWoV,J=J(/). (4.14) 

Within the framework set up here, the symmetric traceless 
moments of/are given by 

Na.P: = i ya(g)IeP + 1/ dk, 

a,p = 0,1, .... 

( 4.15a) 

(4.15b) 

It follows directly from (4.14) and (4.15) that 

J,Na'P+cVoNa+I.P + [al(2a+ l)]cV/\Na-I.P 

+ (P _ a + 2) WoN a + I.P 

+ [al(2a+ l)](a+p +3) W/\Na-I.P=pa.P, 
(4.16a) 

a,p= 0.1, ... , N -I.P: = 0, (4.16b) 

pa.P being the collision integral, 

pa.p: = 1 ya(g)IeP+IJ(/)dk 

= -~ (Na'P-N~:) 
l' 

+ 41TCal ya(g)IeP+3G(Ie)(/-/o)dk, (4.17a) 

N~:: = 1 ya(g)IeP+ 10 dk. (4.17b) 

Regardless of the rhs of (4.16a), the differential equa­
tions just obtained are unsymmetrically coupled (uncou­
pled), in that a single branch...4 r: = {No.r,N I.r, ... } of mo­
ments with r#P is not allowed to affect the space-time 
behavior of ...4 p, while Na + I.P influences only 
N a - I.P and N a.p and none of the other variables. 
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Chief among Na.P are the following fields: 

€= 8~N°'O, Q= 8~NI.O, q= ~NI.O. (4.18) 

V. EXPLICIT COLLISION INTEGRALS FOR A SPECIAL 
CHOICE OF THE TRANSITION RATE ~(k,k,): 
O(k,x} =BI'(Y) 

In Sec. III we defined and explained the model collision 
operator J in general terms. One possible way of making 
further progress is to descend to special cases of that opera­
tor. When the transition rate ~(k,kl) in (3.1c) is special­
ized by letting G(Ie) have the form 

P 

G(Ie)=1e- 2 L BvLu'(y)]V, p=O,l, ... , (5.1) 
v=o 

Bv'O<v<p, being certain constants, then placing (5.1) into 
(4.6) and using the definition (4.3) we obtain 

pa.p = _ ~ (Na.P _ N~:) 
l' 

p 

+41TCa L Bv(Na.p+2v-N':;f+2V). (5.2) 
v=o 

Thus we see now that the ansatz (5.1) delivers the collision 
integral (4.5) as an exhibited linear function of finitely many 
moments of / and the predictions of the kinetic theory of 
quasiparticle gases for (3.1), (3.5), and (5.1) have in a sense 
the same quality as those for a classical gas composed of 
Maxwellian molecules. 14 [However, as we have demonstrat­
ed in Sec. V of Ref. 7, in a gas of Maxwellian molecules the 
rhs of the equations of transfer does not introduce, in con­
trast with that to (4.4a), the so-called forward coupling of 
the equations of moments.] Of course, our calculations are 
rather simple. But whether there be another quasiparticle 
model, so as to satisfy the extra requirement of evaluating 
pa.p in terms of Na.P alone without first having to determine 
the irreducible moment representation off, is not presently 
known! 

Thefunctions G(Ie), as defined by (5.1), are of physical 
interest whenever p = 0,1, ... , and Bv, O<v<p are such that 
G(Ie) > o for any leeR + ,and also each acceptable G(Ie) can­
not increase without bound with decreasing Ie. Thus, consid­
ering the proposition (2.5) as a useful illustration, we easily 
arrive, denoting by s the greatest integer <21m, at the fol­
lowing restrictions on the admissible values of p and Bv, 
O<v<p: (i) p > s; (ii) Bv, s < v<p are positive; and (iii) Bv, 
O<v<s are calculated from Bv ' s < v<p: 

s (v) L B= 
v=r r v 

(5.3a) 

(5.3b) 

After perusing the foregoing calculations for 
n (k,x) = af-L (y), the reader will conclude, almost effortless­
ly, that there are reasons in support of the universality of the 
method when other dispersion relations, namely, (2.6) and 
(2.7), are taken. This is then a good point to leave simplify­
ing assumptions, such as, for instance, (5.1), and move to 
the general problem of finding the irreducible moment rep­
resentation off 

Z. Banach and S. Piekarski 1819 



                                                                                                                                    

VI. A QUASIPARTICLE ANALOG OF GRAD'S METHOD 
FOR O(k,x)=al'(Y) 

A. The Tchebychef-Ikenberry expansion of the 
distribution function 

The choice (5.1) of G(k) ensures the satisfaction of 
(5.2): it also implies that we can outflank the original Boltz­
mann-Peierls equation itself by working directly with the 
equations of transfer for the expectations Na.f3 of 
ya(g)",(y)Sf3' As, however, the function G(k) other than 
(5.1) causes difficulty in the rigorous determination of P a.f3 
from finitely many moments of f, the general problem of 
formally evaluating pa,p as an infinite series in the moments 
may be solved in a manner analogous to that employed for 
classical gases.6.19-22,7 Equation (4.6) indicates in turn that 
in order to calculate P a,P, it is necessary first to express lin 
terms of Na.P and therefore to propose the irreducible mo­
ment representation of! The only object of this section is 
both to invent such a representation and to investigate its 
elementary properties. 

( 1) To this end, let us introduce the following defini­
tions: 

W(z;0):=...t'...t2UJ2eW I(eW _l)2, zERo+, 

{lPlllP2h: = r lPl(z)lP2(z)W(z;0)dz, 
JRl 

IllP IiI: = ({lP IlPh)I/2, 

1I}(Ra+;W(z;0)dz): = {lP:lllP III < + oo}, 

in which 

0:=halkB T, UJ=0",[...t(z)]. 

( 6.Ia) 

(6.Ib) 

(6.Ic) 

(6.Id) 

( 6.Ie) 

It is clear from (6.Id) that JI}(Ro+; W(z;0)dz) is a real Hil­
bert space with the scalar product { I h given by (6.1 b). 
Referring back to Sec. II, we can utilize Properties A, ... ,E of 
'" (y) so as to demonstrate that, for certain functions M and C 
of0, 

W(z;0)<Me- cz, zERo+ (6.2) 

and to prove, by appealing to the lemma of Dijkstra and van 
Leeuwen as formulated in Ref. 23 on p. 468, that the collec­
tion of polynomials defined on Ro+ is a dense subset of 
lI}(Ra+; W(z;0)dz). Now, writing Sp, /3 = 0,1, ... , from 
(4.2), in the form 

S2v(Z) =zv, when/3= 0,2, ... , (6.3a) 

S2v+ I (z) = (...t(z)/", [...t(z) ])ZV, when/3 = 1,3, ... , (6.3b) 

and applying the inequality ...t(z) <zo 1",[...t(Z)] which par­
allels that in (2.4), we see at a glance not only that 
Sf3EII}(Ro+ ;W(z;0)dz) but also that the functions Sp, 
/3 = 0,1, ... , are dense in our Hilbert space. Let {Sp; 
/3 = O,I, ... } be a linearly independent set. Then, as we know 
from the monographs ofSzeg615 and Sansone, 16 it is possible 
to construct, via a standard procedure called orthogonaliza­
tion, an orthonormal set of Tchebychef functions Ap (z;0), 
/3 = 0,1, ... , such that 

p 
Ap (z;0) = L cpv (0)Sv (z), ( 6.4a) 

v=o 
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f3 
Sp(z) = L dpv (0)Av(z;0), (6.4b) 

v=o 

( 6.4c) 

Cpv and df3v being certain uniquely determined functions of 
the parameter 0.24 The Tchebychef functions Af3 (z;0), 
/3 = 0,1, ... , are complete, i.e., they form a basis in 
1?(Ro+ ;W(z;0)dz). 

(2) Of course, a sequence of Ikenberry's harmonics 
ya(g), a = 0,1, ... , can be treated as a complete orthogonal 17 
[but, according to Eq. (3.8), not normalized] set of "angu­
lar" functions of the "point" g of the unit sphere K for imme­
diate use in expanding an arbitrary element of the real Hil­
bert space L2(K; dg) generated by the scalar product 

{lPlllP2h: = SKlPl(g)lP2(g)dg. (6.5) 

(3) Let Ro+ XK be a set of all ordered pairs (z,g), 

zERa+, gEK, and consider the induced [by L2(Ro+; 
W(z;0)dz) and L2(K; dg)] Hilbert space L2(Ro+ XK; 
W(z;0)dz dg) with the scalar product { I }o given by 

{lPlllP2h: = SRo+Sl{lPl(Z,g)lP2(Z,g)W(z;0)dzdg. (6.6) 

Inspection shows that the system {ya(g)Af3 (z;0); 

a,/3 = 0,1, ... } is a basis in L2(Ro+ XK; W(z,0)dz dg). 
Remembering that y = b Ik I, to each wave vector 

kEE\ {O} corresponds a uniquely determined element 
(z,g)ERo+ X K such that z = ",' (y) and g = Ik I-Ik. Since 
k = b -I...t (z )g, the opposite statement is also true. Whenever 
there is no possibility of confusion, it may be convenient not 
to distinguish between E\ {O} and Ro+ X K, but to regard 
them as the same set. 

Condition I: Let lP be a certain function defined on 
Ro+ X K and suppose that 

~(z,g):= (e"'-I) [lP(z,g) -1o(UJ)], (6.7) 
UJe'" Io(UJ) 

10 being equal to (e'" - 1) - I. Then lP satisfies Condition I if 
~L2(Ro+ XK; W(z;0)dzdg). 

Now, if the distribution function satisfies Condition I, 
then/ has a unique expansion 

1=/0 1+--[ 
UJeW 

e'Y - 1 

xatof3to aa,p(x,t)oya(g)Ap(Z;0)] (6.8) 

and this expansion converges in the mean to the function! 
The Tchebychef-Ikenberry coefficients aa.PEKera Tr have a 
simple representation in terms of 1-10. 

Because of the orthogonality properties of Ap (z;0) and 
ya(g), we find that 

aa.P= (2a+ l)!! b3 r UJya(g)Ap (z;0)(/-Io)dk, 
417-a! Ju,; 

(6.9) 

and if we assume thatlo is a Bose-Einstein distribution func­
tion which corresponds toJ, we get 

aO
•
o = 0. (6.10) 

For every fixed a, a = 0,1, ... , each member of one of the 
two sets {Na.P - N~:;/3 = O, ... ,y} and {aa'P;l3 = O, ... ,y} is 
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a linear combination of the members of the other. Indeed, 
using (4.3), (4.7), (6.9), and (6.4), we arrive at 

a,p _ (2a + I)!! ""b 3 ~ (Na,v _ Na,v) a - \:I £." Cpv eq , 
41Ta! v= 0 

( 6.11a) 

Na,P _ Na,P = 41Ta! _1_ ~ d aa,v. 
eq (2a+ I)!! 0b 3 v~o pv 

(6.11b) 

In this sense the aa,P are simply an alternative set of moments 
of J, just as were the Laguerre-Ikenberry coefficients b alP 

introduced in Sec. IV A of Ref. 7. 
One final point to note is as follows. Our interest in 

studying the irreducible moment representation of / rests 
altogether on the fact that, in contrast with the irreducible 
expansion of / for classical gases which results from Eq. 
( 4. 3) of Part I, there is no reducible counterpart to (6.8) at 
a11,25 Although, instead of ( 4. 3) and (4.4), we could equally 
well have defined in Sec. IV A the reducible moments off 

A 

Na,p: = S E ( ® ag)f.l(y)SJ dk (6.12) 

and also derived there the balance equations for them; the 
benefit which arises if we deal with (4.3) rather than (6.12) 
is manifestly strengthened by the nonexistence of the reduc­
ible variant of (6.11) as well.25 

The procedure of this section can be repeated, essential­
ly word for word with only slight technical changes in the 
method, to take into account (2.6) as well as (2.7). Some 
discussion of these cases is offered in the Appendix. 

B. The scheme of constructing Tchebychef functions 

In connection with the expansion (6.8) we introduced 
the set of real-valued continuous functions Ap (z;0) on lRo+ 

which are orthonormal with respect to weight W (z;0): 

{AplAvh = Dpv' Dpv being Kronecker's delta and { I h 
being a scalar product defined by (6.1 b). The importance of 
Tchebychef functions Ap (z;0) is obvious, for it is only they 
that permit us even to frame such questions as whether 
Grad's ideas6

,26 are of interest in the kinetic theory of quasi­
particle gases. Of course, it is one thing to state that there are 
certain special Tchebycheffunctions of zElRo+ and 0, but it is 
quite another to determine them. Thus we wish to conclude 
Sec. VI A with a brief mention of the method of constructing 
Ap(z;0). 

We begin by defining the class of auxiliary quantities to 
be considered: 

hp:= {zAp_ 21Ap_ 2 }I' 

i'p: = {~Ap_ 21Ap- 2 h, 
np: = {ZAp_ 21Ap- I h· 

(6.13a) 

(6.13b) 

(6.13c) 

We are now ready to establish the following useful theorem. 
Theorem: The following relation holds for any five con­

secutive orthonormal Tchebychef functions: 

Ap (z;0) = (epz - /p )Ap_ 2 (z;0) - gpAp_ 1 (z;0) 

- hpAp _ 3 (z;0) - ipAp _ 4 (z;0), fJ = 4,5, .... 
(6.14a) 

Here ep, /p, gp, hp, and ip are functions of0 alone; ep > 0, 
/p>O, and ip>O. If the highest coefficient cpp (0) of 
Ap(z;0) is denoted by 7"p in Eqs. (6.4), then we have 
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ep = 7"p/7"P_2' ip = ep/ep_ 2, 

gp = epnp, hp = epnp _ I' 

/p = ep.kp, 

(6.14b) 

(6.14c) 

(6.14d) 

7"p = '1-2 [(i'p -.k~ - n~ - n~_1 )~P-2 - '1-4] -112. 
(6.14e) 

For the proof, we first observe that zSp_ 2 = Sp and 
then determineep sothatAp - epzAp_ 2 is a linear combina­
tion DoAo + .. , + D p _ lAp _ I . Because of the orthogonality 
properties of Tchebychef functions it is readily seen that 
Dv = 0 if v <fJ - 4. Therefore (6.14a) follows. The first part 
of (6.14b) is a consequence of (6.14a); the second part fol­
lows from 

S Ro+Ap- 4 (z;0)Ap (z;0)W(z;0)dz = 0 

= -ip +epSRo+zAp_4(Z;0)Ap_2 

x (z;0)W(z;0)dz, 

since the integral of the right-hand member is equal to 

7"P_4{Sp_2IAp_2}1 = lIep _ 2· 

The proof of (6.14c)-(6.14e) may be obtained by combin­
ing (6.14a) with {Ap IAv} I = Dpv where v = fJ - 4, ... ,fJ· • 

The recurrence formulas (6.14), which tell us thatAp is 
uniquely determined from Ap _ 4' Ap _ 3' Ap _ 2' and Ap _ 1 , 

are valid also for fJ = 2,3 if we write 
A _ 2 = A _ I = 7"_2 = 7"_1 = O. 

In summary, Eqs. (6.14) deliver through routine alge­
bra as many of the orthonormal TchebycheffunctionsAp as 
be desired, provided only that Ao and A I shall have been 
calculated first. The theorem we present here has not been 
published before, so far as we know. We were led to it in an 
attempt to generalize some results of Szeg6 on Tchebychef 
polynomials (Ref. 15, p. 42). 

C. Formal evaluation of collision integrals 

So as to be able to arrive at the collision integrals P a,p on 
the rhs of (4.4a) that depend upon Na,P - N:;f, we follow, 
step by step, Grad's line of thought. 6 Thus we formally sub­
stitute the representation (6.8) of/into (4.6) and then, ap­
plying .k2dk = b- 5}.1}.4dzdg, (3.8), (3.lOb), (3.2a), 
(6.le), (6.la), and (6.l1a), expand the result, 

pa,p = _ ~ (Na,P - N:;f) 
7" 

[ 
wew 00 00 ] 

X/o I + e
W 

_ 1 v~o y~o aV'yo yV(g)Ay (z;0) 

I 41TC 00 

= - - (Na,P - N:;f) + -+ 2: 
7" b v=o 

00 

X 2: Ppycyv(Na,v - N:qV), ( 6.15a) 
y=v 

in which 

Ppy: = SRo+ (}.(Z»)2G (b -1}.(z»)Sp(z)A y(z;0)W(z;0)dz. 

(6.15b) 

The effect of using (6.15) to determine the rhs of (4.4a) is 
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not only the system of equations of transfer for the expecta­
tions Na,p of the Tchebychef-Ikenberry functions 
ya(g)f.t(Y)Sp but also the precise algorithm (6.1Sb) for ex­
pressing the collision elements hy in (6.1Sa) in terms of 
certain functions of E> alone. Of course, just as in Grad's 
approach, our results are only formal since the right-hand 
side in (6.ISa) involves the product of two series, neither of 
which need converge pointwise. If we set G given by (S.I ) in 
(6.1Sb), it follows from 

p 

(A(zWG(b -IA(z)jSp(z) = b 2 L B y Sp + 2y (z), ( 6.16) 
v=o 

(6.4), and the orthogonality properties of Ap (z;E» that Ppy 

vanishes if r > {3 + 2p and that the series 

00 p + 2p 

L PpyCyy = L PpyC yy ( 6.17) 
y=v y=v 

is equal to ° unless v = (3 + 2s where s = O, ... ,p. For func­
tions G(h) other than (S.I) all the collision elements are 
usually nonzero, but presumably in many cases of interest 
the dominant ones appear to be those that are already non­
zero if G(h) is to be approximated fairly closely by the sum 

p 

L By[f.t'(y)]Y, 
v=o 

in which thechoiceofp = 0,1, ... , and By, O<>:;v<>:;pdependson 
the shape of G(h). By this means it is easy to think of at least 
one reasonable way21 of simplifying the right-hand side in 
( 6.1Sa), 

41TC 00 00 

a ~ ~ (Na,V Na.V) ----;;z v~o Y;;vppyCyV - eq 

41TC p + 2p P + 2p 
~ __ a ~ ~ p C (Na,v _ Na,v). (6.18) 

b 2 v~p y~V py rv eq 

Now, if we replace pa,p by the last two terms on the rhs of 
(6.ISa) in Eq. (4.4a) and then adopt (6.18), we see that the 
ansatz (6.18) causes the so-called forward coupling of the 
equations of moments, as first indicated in Sec. V in a slightly 
different context. 

On the understanding that either G(h) is given by (S.I ) 
or the transformation (6.18) may occur approximately (in a 
sense not yet made precise) when a more general function 
G(h) is used, the method of solving the infinite system of 
equations of transfer for Na,{3 will be discussed elsewhere. 

VII. THE APPROXIMATE FORMULAS FOR THE 
ENTROPY DENSITY h AND ITS FLUX «1»: fi(k,x)=af.t(Y) 

Insofar as classical gases are concerned, Grad (Ref. 6, 
pp. 267 and 284) wrote that "by the choice of a Maxwellian, 
local or absolute, as a starting point, one has almost no alter­
native to the use of a Hermite (Laguerre-Ikenberry) poly­
nomial expansion" and that "the choice of Hermite (La­
guerre-Ikenberry) coordinates [coefficients (moments)] 
always diagonalizes the entropy." Although in actual fact 
there are other expansions of comparable if not greater 
mathematical complexity, Grad's framework (Ref. 6, p. 
284) "has been seen to be particularly appropriate in gener­
alizing fluid type equations (near a locally Maxwellian 
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state) and for the linearized Boltzmann equation." 
In Sec. VI our discussion has centered around the ele­

mentary recurrence and conversion formulas, but first of all 
we need a plausible argument in favor of the usefulness of the 
very specific postulate (6.1a). However, under just this 
proposition for the weight function, the expansion (6.8) of! 
constitutes the underlying theoretical structure of what one 
could recognize as a kinetic background of nonequilibrium 
thermodynamics of a gas of quasiparticles. Indeed, in taking 
stock of the connection between kinetics and thermodynam­
ics,27 one of the most important features of (6.8) is the 
unique way the specific choice W(z;E» affects the approxi­
mate dependence of both the entropy density h and the en­
tropy flux <I> upon the Tchebychef-Ikenberry expansion co­
efficients aa,p. 

The tradition of the kinetic theory of quasiparticle gases 
chooses the following definitions of hand <1>3: 

kB f 
h: = 8~ JE lFdk, (7.1a) 

kB f 
<1>: = 8~ abJE gf.t'(y)lF dk, (7.lb) 

where 

IF: = (1 + f)ln(1 + f) - fIn! (7.lc) 

Of course, when we wish to compare propositions of the 
kinetic theory with phenomenological statements about en­
tropy and its flux, we must multiply (4.1) by a function (kB/ 
8~)[ln(l + f) -lnJ1 and integrate the result over lE. 
Then, using (3.4c), we obtain the entropy principle of the 
form 

(7.2) 

The crucial role of the Bose-Einstein distribution func­
tionfo, especially in relation to the concept oflocal equilibri­
um, provides a persuasive reason for estimating the devi­
ation of the entropy density h from its equilibrium 
counterpart ho for fo, 

kB f 
ho: = 8~ JE lFo dk. (7.3a) 

Here we have set 

lFo: = (I + fo)ln( I + fo) - fo Info· (7.3b) 

Iffsatisfies Condition I of Sec, VI A, i.e" if 

ji~( ) _ (e'" - 1) [f(z,g) - fo(w)] z,g - --'---~ -'::.....:...~=--~~~ 

we'" fo (w ) 

belongs to the space off unctions which are square integrable 
over Ro+ X lK with weight W (z;E», then we are justified in 
using for f 0- I ( f - fo) here the function Eo as defined by 

(7.4a) 

00 00 

{}: = L L aa,{3(x,t)oya(g)Ap (z;E». (7.4b) 
a=Op=O 

In order to arrive at an approximate formula for an h corre­
sponding to f = fo ( I + Eo) which amounts to expressing 
h - ho in terms of the Tchebychef-Ikenberry coefficients 
aa,P off, we replace the logarithm In (I + X) (IX I < 1) by the 
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first two terms in its Taylor expansion X - !X 2 + ... , and so 
we obtain 

F= [1 +10(1 +Eo)]ln[(1 +10)(1 +e-WEo)] 

- 10(1 + Eo)ln [Io(l + Eo)] 

= Fo + /oWEo + (1 +10) (1 + e - WEo) In (1 + e- WEo) 

- foe 1 + Eo)ln( 1 + Eo} 

= Fo + /oWEo - !e-W~ + ... 
~Fo + (..1,'..1, 2)-IW(z;0)t? - !(A'A 2)-IW(z;0)t?2. 

(7.5) 

Substituting (7.5) into (7.1a) and referring to the orthogon­
ality properties of AIJ (z;0) and ya(g), we easily show that 

(7.6) 

In deriving (7.6) from (7.1a) and (7.5) we have used 
(6.10). Routine calculation shows that 

A A. 00 00 a' {/I/h = 411' I I . II aa.lJeaa,lJ, (7.7) 
a=OIJ=O (2a + 1) .. 

where { I }o is a scalar product given by (6.6). Therefore if 
we assume that/satisfies Condition I, the series on the rhs of 
(7.6) converges. Clearly, our study of the dependence of 
h - ho uponaa,1J applies only to small valuesof/o- I (/ - 10), 
they being the only ones for which a plausible argument, 
however limited, in favor of the practical usefulness of the 
specific expansion (6.8) could be given (see also Sec. VIII). 
In other words, provided that the expansion terms in F of 
third (fourth, etc.) order with respect to t? can be considered 
negligible, it is worthwhile applying the weight function 
( 6.1 a) as well as the transformation (6.11) to diagonalize 
the largest contribution to h - ho-that of great interest in 
linear extended thermodynamics. 9. 10 [By the way, Eq. (7.6) 
suggests that among all quasiparticle occupation probabili­
ties/ having the same principal moment N°'o (ao.o = 0) the 
Bose-Einstein distribution function 10 gives h its maximal 
value.] 

We are now ready to calculate CPo By use of (7.1b), 
(7.5), (7.4b), /-l'(y) = z, dk = b -3..1,'..1, 2 dzdg, (6.14), 
{AIJIAvh = 0lJv' and (3.8), it is a simple but very tedious 
matter to do so. The result is 

1 k a 00 00 a' <P __ q~ ___ B_ I I . aa,lJeea-I.1J 

T 2~b2a=IIJ=0(2a+I)!! ' 

where 

ea,lJ: = ~ aa.lJ+ 2 + Tp_ 2 aa.lJ- 2 + n
lJ

+ 2aa,P+ I 

TIJ+2 TIJ 

+ n aa,1J - I + Ie aa,1J 
IJ+I 1J+2' 

ea,IJEKera Tr, aa, - 2 = aa, - 1= O. 

In going from (7.1b) to (7.8) we have utilized 

kBa 2 {I } IIJ 1 ~ I zAIJ la' =-q, 
61T b IJ=O T 

(7.8a) 

(7.8b) 

(7.8c) 

(7.9) 

q being the heat flux and Tbeing the kinetic theory tempera­
ture. 
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As a step toward obtaining an estimate of the rhs of 
(7.8a), let us observe that by (6.13), (6.14e), and the 
Schwarz inequality we arrive at 

lep <..j?;, 

InlJ I <min ( ..j?;,~ ~ + I ), 

T
IJ -

2 <min(..j?;,~~ +2 ). 

TfJ 

Then combining (7.10) with 

a! 1 (a - 1)! 
----<- , a=I,2, ... , 
(2a + I)!! 2 (2a - I)!! 

and 

laa,lJeaa-l.VI<3Iaa.lJllaa-I,vl 

<~(aa,lJeaa,1J + aa - I,veaa - I,v), 

we may easily find that 

Ii: i: a! aa.lJeea - I,IJ I 
a= IIJ=O (2a + I)!! 

(7.lOa) 

(7. lOb) 

(7.1Oc) 

(7.11a) 

(7.1Ib) 

A oX) co a' 
<0: = 10 I I . K aa,lJeaa,/3 (7.12a) 

a=O IJ=O (2a + 1)!! p , 

where 

(7.12b) 

It follows from the definition of a and the inequality (7.12a) 
that if a < + 00, then/satisfies Condition I and the series on 
the rhs of (7.8a) converges in the sense ofthe norm in K 

In summary, the important properties of (6.8) just es­
tablished should cast light on the far reaching similarity 
between Grad's method and the one we are presently deve­
loping so as to derive and generalize all results that his ap­
proach,6 if it could be specialized by him to the case of a gas 
of quasipartic1es, would deliver. No doubt, we may regard 
(6.8) as a strict quasiparticle analog ofthe irreducible var­
iant of Grad's expansion of/in terms of Hermite polynomi­
als and call the Tchebychef-Ikenberry "moments" aa.1J ana­
logs ofthe Laguerre-Ikenberry coefficients b allJ 

VIII. FINAL REMARKS 

In closing, it is pertinent to summarize the main feature 
of the analysis. 

( 1) The derivation of a set of equations of transfer and 
of the irreducible moment representation of/is only the first 
step in constructing a kinetic theory of flow phenomena for 
quasiparticle gases. There still remains the problem of ob­
taining a solution (or solutions) to Eqs. (4.4a) and the sub­
sequent utilization of these solutions so as to be able to dem­
onstrate that the sum of the series (6.8) of which the 
Tchebychef-Ikenberry coefficients aa.1J are gained by 
(6.11a) is a solution of the original Boltzmann-Peierls equa­
tion (4.1). Insofar as the model proposition (3.1) and the 
simplifying assumptions (3.5) and (5.1) are concerned, re­
search in this direction can be outlined and is under way. 

(2) Of particular, even decisive importance in our anal­
ysis is the method of defining the weight (6.la) and ofintro­
ducing the Tchebychef functions AIJ(z;0) that culminates 
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in, and leads to, the approximate formula (7.6) for h - ho 
with no cross terms coupling different Tchebychef-Iken­
berry coefficients. At this point we wish to stress once more 
that the old Grad's ideas regarding classical gases have 
served as useful guides to new methods; conversely, the new 
theories have helped to clarify the earlier points of view. 
Physically speaking, the unique advantage of having (7.6) is 
certain to be elaborate. 27 

(3) Notice that Eq. (7.6) contains complete informa­
tion about the so-called second moments of the equilibrium 
fluctuations of the Tchebychef-Ikenberry coefficients aa,p of 

f, the fluctuations are supposed to occur around aa,p = ° 
provided the aO,o is being kept equal to zero. Since aa,P = ° 
gives h - ho the greatest value it can attain for one-particle 
densities / corresponding to the same gross condition aO,o 
= 0, we may follow in a sense Einstein and Smoluchowski 

and assume that the (relative) probability density offluctu­
ations P is given by 

P = exp[ k B I V(h - ho)], 

V being the volume of the gaseous system, In this way the 
approximate expression (7,6) for h - ho defines the simplest 
acceptable potential for the random variations of aa,p, or of 
Na,P, near the absolute equilibrium state. Of course, this be­
comes a statement with meaning only if we first tell what is 
meant by probability. There are many ways of assigning 
mathematically a probability, i.e., a normalized measure in 
the space of sequences {aa'fJ} such that 

00 00 a l L L . aa.Poaa,P < + 00, 

a~Op~O (2a+ I)!! 

but if expectations according to this probability are to corre­
spond to the interesting ideas of Jou et al.,9.10 we demand a 
physical explanation of it. Since P is, roughly speaking, a 
joint probability density of infinitely many random vari­
ables, these problems deserve some more attention in future 
investigations and will be considered elsewhere. 

( 4) We should note one more thing. Our decision to 
study the Tchebychef-Ikenberry expansion (6.S) is consid­
erably strengthened by the fact that the abstract space L 2 

(Ro+ XK.; W(z;8)dzdg) invented in Sec. VI A and the Hil­
bert space L2 (lE;/o( I + /o)dk ) in which the linearized Boltz­
mann-Peierls operator C(/o,O) is symmetric and nonposi­
tive are canonically isomorphic. Now, let Li be a set 
consisting of either (i) functions f/'EL 2 (lE; /0 (1 + /0) dk ) such 
that 

1 fl¢/o( 1 + /o)dk = 0, or 

(ii) functions f/'EL2 (lE;/o{ 1 + /o)dk) such that 

L fl¢/o( 1 + /o)dk = 0, 

L k¢/o( 1 + /o)dk = 0, 

and denote by CL the restriction of IC(/o,o) to Li. Then, 
recalling both the Chapman-Enskog method II and Gure­
vich's monograph,3 we know that the problem of calculating 
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a variety of transport coefficients is simply one of solving a 
Fredholm equation for ¢ of the form 

CL ¢=.7i", 

.7i" being given in terms of k, fl, V k fl, T, and the first space 
derivatives of the conserved moments off That this equa­
tion has a solution for many common quasiparticle models, 
is ensured by the Riesz-Schauder theory of completely con­
tinuous operators, as presented, for example, in Chap. X of 
y osida's book.28 What is more important for the present 
purpose, however, is the observation as follows. The specific 
and well-founded assumption of the expressibility of fl- I ¢ 
by the sum of a convergent series of Tchebychef functions 
Ap (z;8) allows one to estimate the expansion coefficients, 
which are quantities independent of k, through a sequence of 
approximations usually made when dealing with the integral 
equation of Fredholm's type (see, e.g., Ref. 11, pp. 124-
129). Clearly this is a formulation of the basic step in the 
argument-that the Tchebychef basis {Ap; /3 = 0, I, .. .} is 
very useful in exploiting the Chapman-Enskog procedure as 
well. 
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APPENDIX: THE TCHEBYCHEF-IKENBERRY 
EXPANSION FOR THE DISPERSION RELATIONS (2.6) 
AND (2.7) 

A. The power (magnon) model: fl(k,x)= c(x)P , 1 <r<2 

We begin with the definitions 

i: = rl(r - 1), d: = (r + 4 )Ir, 8: = ftclk B T, (AI) 

z: = 8 i -'v(..t) ( =::}(J) = IifllkB T = i), (A2) 

Wr(z): = (J)deWI(eW - 1)2<Me- cz. (A3) 

If in addition we replace L2 (Ro+ X K.; W(z;8)dz dg) by L2 
(R+ XK.; Wr(z)dz dg) in Sec. VI A, then by a mere applica­
tion of the transformations 

{Sp(z);/3=O,l, .. .}=::}{l,z-l,zP;/3= 1,2, .. .}, (A4) 

Ap(z;8) =::}Ap(z), (AS) 

{cpv (8),dpv (8)} -+{ cl1v ,dl1v }, (A6) 

b=::}(r_1)1/38I1r (A7) 

we conclude that (6.4) and (6.S)-( 6.10) are still valid. 

B. The isotropic and dispersionless (phonon) model: 
fl(k,x) = c(x)..t 

In this case we have 

z: = 8..t, 8: = ftc/kB T, 

W(z): = z4ez/(ez _ 1)2.;;Me- cz, 

and 
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][}{Ro+ XK;W(z;0)dz dg):::}][}(R+ XlK;W(z)dz dg), 
(AW) 

{Sp (z); f3 = 0,1, ... }:::} {zP; f3 = 0, I, .. .}, 

Af3 (z;0) :::} Af3 (z), 

{cpv (0),dpv (0)}:::} {cpv,dpv }, 

b:::}0. 
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(A12) 

(A13) 

(AI4) 
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Let one assume that the interacting phonon gas, whose behavior is governed by the 
Boltzmann-Peierls equation, inhabits an insulating crystal at sufficiently low temperature. 
Then, within the framework of a single acoustic phonon branch and of an isotropic long­
wavelength approximation to the dispersion relation, the simplest acceptable version of 
extended irreversible thermodynamics, based upon the nine-moment system of differential 
equations for the slow and fast gas-state variables, is carefully investigated. It is clearly 
demonstrated that, in virtue of the structure simplifications just mentioned, the conceptually 
different (macroscopic, kinetic, and variational) procedures, which are discussed in this paper, 
appear complementary to each other. Finally, with the help of a suitable contraction of the 
nine-moment system of field equations, for Callaway'S relaxation model a slightly generalized 
nonlinear variant of ordinary low-temperature phonon hydrodynamics is explicitly derived. 

I. INTRODUCTION 
The straightforward way to discuss some of the impor­

tant aspects of a hydrodynamic behavior of the aggregate of 
phonons which inhabit an insulating crystal at low tempera­
ture is to consider the Boltzmann-Peierls equation 1-5 as a 
starting point. Of course, the Boltzmann-Peierls equation 
has somewhat limited validity [see, e.g., Gurevich's mono­
graph5

], and a more microscopic procedure may be devel­
oped in terms of the powerful Green's function tech­
niques.4

•
6.7 However, since we are primarily interested in 

recognizing the nature and origin of fundamental ingredi­
ents of continuum thermomechanics, we can easily find on 
closer examination that this procedure is of no greater gener­
ality than the Boltzmann-Peierls method, as employed for 
long-wavelength collective phonon behavior to be discussed 
here. 8 Explicitly, unlike all other approaches, the Boltz­
mann-Peierls description provides almost automatically the 
physically relevant conservation principles of local hydro­
dynamics and establishes, due to the unique H theorem, the 
irreversibility of the evolution of the distribution function f 
toward an equilibrium state of the Bose-Einstein type. 

Following Guyer and Krumhansl, 3 we introduce a 
number of simplifications, not present in the kinetic equa­
tion itself but allowing for more physical insight. Thus we 
consider an isotropic one-branch Debye model of the form 
lin -I k I, where k and lin are the wave vector and the energy 
of a single phonon in the mode k, respectively. We further 
appeal to the generally accepted properties of the collision 
operator J appearing on the rhs of the Boltzmann-Peierls 
equation; precisely speaking, we recall the standard decom­
position3

-
5 J = J I + J w , IJ I 1 ~ IJ", 1 in which J I repre­

sents the normal-process collision operator and J", refers to 
the momentum-destroying scattering events. 

Although in performing formal manipulations in 
(phonon) thermodynamics it is rather important to make a 
definite commitment to one or the other of the possible ap­
proaches, sometimes a great deal of confusion results from a 

vacillation between a variety of approaches within a single 
problem. Having this in mind, our fundamental purpose 
here is to prove that (i) the phenomenological theory formu­
lated in the spirit ofLiu and Muller,9 (ii) the moment trun­
cation procedure obtained by extending the range of validity 
of Grad's ideas 10,11 to the case of quasiparticle gases, 12 and 
(iii) the variational method based upon the entropy maxi­
mum principle in the form of Dreyer lJ. J4 and Banach,15.16 
not only concord perfectly but also bring to light different 
aspects of the same basic structure which we conveniently 
call extended irreversible thermodynamics. 17-19 

In the paper we proceed as follows. The nine-moment 
system of balance equations for the principal moments off, 
i.e., for the irreducible fields NaeKera Tr, a = 0, 1, 2, is the 
subject of Sec. II. To see its importance, we need only to 
restate in terms of the physical functions of position x and 
time t the integral equalities defining N a

. Indeed, inspection 
shows that the scalar moment N° is proportional to the ener­
gy density E, whereas the slow vector moment N I can be 
determined either from the quasimomentum density Q or 
from the heat flux q. The same is not true of the fast irreduci­
ble moment N 2

• However, regardless of whether or not the 
N 2 has a readily visible physical significance, its crucial role 
in both ordinary and extended thermodynamics will be dis­
closed as well. 

Of course, the nine-moment system constitutes only one 
of the needful axiomatic segments in the purely phenomeno­
logical investigations of Sec. III. Nevertheless, the simplest 
acceptable formulation of extended irreversible thermody­
namics of quasiparticle gases, which we introduce by follow­
ing the Liu-Muller line of thought,9,17 rests substantially 
upon it. The main purpose of Sec. IV is to harmonize the 
Tchebychef-Ikenberry representation of the one-particle 
density f, as invented in Ref. 12, with the contents of Sec. III. 
Section V discusses some of the consequences of utilizing for 
phonon gases the entropy maximum principle and, what is 
equally important, establishes the contrast and analogy 
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between the variational method 13-16 and that of the preced­
ing section. Taking Dreyer's theorem, 13.14 in Sec. Va short 
response to two concluding statements of Eu20 is also pro­
vided. Given the Callaway's model expressions21 for both 
J I and J#, Sec. VI achieves the object of deriving, with the 
help of a suitable contraction of the nine-moment system of 
field equations for N a

, a = 0, 1,2, a slightly generalized 
nonlinear variant of ordinary low-temperature phonon hy­
drodynamics. We end the work with final remarks in Sec. 
VII. 

The advantages of direct notation for tensors are very 
well known, so that we use it throughout the paper. Con­
cerning more details, see Ref. 22 and the Appendix. 

II. THE NINE-MOMENT SYSTEM OF BALANCE 
EQUATIONS 

A. Prolegomena 

We begin with the Boltzmann-Peierls equation that 
governs the evolution of the one-particle density f 

a,J+ VkUoVx/- VxUoVk/=J(/). (2.1) 

Here J denotes the collision operator. In Eq. (2.1) the non­
equilibrium occupation probability / of the phonon states, 
irrespective of its obvious dependence upon the wave vector 
k, is a function of position x and time t. Denoting by 21rli 
Planck's constant, the quantity IiU(k,x,t) represents the en­
ergy of a single quasiparticle in the mode kEE, E being a 
three-dimensional Euclidean vector space. 

For the purposes of this paper, we admit the appropri­
ateness of an isotropic, long-wavelength approximation to 
the generally unknown dispersion relation n (k,x,t) and 
simply postulate that 

U(k,x,t) = e(x,t).-t, .-t: = Ik I, (2.2) 

where e can be interpreted as the sound velocity. Substitut­
ing (2.2) into (2.1) yields 

a,J + egoVx / - J..WoVkl= J(/), (2.3a) 

where 

g: = .-t-'k, W: = Ve, V: = Vx ' (2.3b) 

Within the framework set up here, we define the "princi­
pal" moments of I as follows: 

N a: = i ya(g)J../dk, a = 0, ... ,3, 
E 

(2.4 ) 

ya(g) being Ikenberry's harmonics.22 Hence, by no more 
than a direct reasoning, 12 we arrive at the nine-moment sys­
tem of balance equations for Na, a = 0, 1,2: 

a,N° + eVoN ' + 2 WoN 1= 0, (2.Sa) 

a,N ' +eVoN2 +jeVN° + WoN 2+jN°W=PI, (2.Sb) 

(2.Sc) 

where the collision integrals P lEE and P 2EKer 2 Tr are given 
by 

pa: = 1 ya(g).-tJ(/)dk, a = 1,2. (2.6) 

Let E and Q be the local densities of energy and quasimo-
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mentum, respectively, and suppose that q denotes the heat 
flux. Then it is easy to show that 

N0=S~ E, NI=S~ Q=S~ q. (2.7) 
lie Ii liez 

B. Constitutive representations of the second-order 
theory 

There is an aspect of the equations of transfer (2.5) that 
leaves something to be desired as they stand-in neither case 
can the above system of balance equations serve as field 
equations for the gas-state variables N: = {N°, N I, N 2}, be­
cause additional quantities have appeared, namely, the flux 
moment N 3 and the collision integrals (productions) pa, 
a = 1,2. Consequently, these excessive quantities should be 
related to Nand e in a materially dependent manner. Within 
the framework of the local constitutive assumption, we pos­
tulate that the flux moment N 3 and the productions of N I 

and N 2, denoted by P I and P 2, do not depend upon the time­
space derivatives of Nand e, i.e., that 

N\x,t) = N 3 [N(x,t); e(x,t)], 

P"(x,t) = pa[N(x,t); e(x,t)], a = 1,2. 

(2.Sa) 

(2.Sb) 

Essentially the constitutive theory to be exploited here is 
appropriate for processes close to (local) equilibrium, where 
N I and N 2 vanish. This is why it makes sense to expand the 
rhs of (2.S) in powers of N I and N 2

• Dropping those result­
ing terms in the expansion which are of higher than second 
order in the fields N I and N 2

, we see that 

N 3 = bN IAN 2
, 

pI = _ vN ' + voNION2, 

p2 = _ pN 2 + PoN IAN 1+ p,N2nN2, 

(2.9a) 

(2.9b) 

(2.9c) 

where the scalar coefficients, b"",p, may depend on N° and 
e, i.e., on the energy density E and the sound velocity e. In so 
doing we have made use of 

N 3 1eq = 0, pal eq = 0, a = 1,2. (2.10) 

Clearly the most restrictive result among (2.9) is the strictly 
nonlinear dependence of N 3 uponN I andN 2. However, given 
the second-order constitutive theory, there exists no way in 
whichN 3EKer3 TrcandependonN lEE and/or N2EKer2 Tr, 
if only the relation (2. Sa) is to be isotropic. 

Of course, insofar as the purely macroscopic theory is 
concerned, the method just outlined must lack an ordering 
parameter which is necessary to sort out terms of various 
powers in the expansion. Therefore, from the physical stand­
point it is not at all clear why a second-order approximation, 
in particular, should be taken. Why not the third or fourth 
order or even a higher order approximation? Since the un­
questionable preference given to (2.9) cannot be explained 
except on grounds outside the Liu-Miiller framework it­
self,9,'7 for an ultimate answer we shall look more closely 
both at the quasiparticle analog of Grad's procedure (Sec. 
IV A) and at the satisfactory improvement or replacement 
of ordinary low-temperature phonon hydrodynamics in cir­
cumstances beyond its range of validity (Sec. VI B). 
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C. Motivation 

As we know from the important memoirs on the sub­
ject,I-5 the collision operator J can be decomposed into its 
normal part Jff , for which the quasimomentum of the col­
liding phonons is conserved, and a resistive part J g; that 
includes umklapp (~) processes and other possible mo­
mentum-destroying scattering events. Also, at sufficiently 
low temperature IJ ff (f) I ~ IJ g; (f) I, i.e., &i processes are 
very infrequent compared to ff collisions; for example, ~ 
events die out exponentially with decreasing the local abso­
lute temperature T. 

Without going into any of the details of the derivation 
which may easily be reconstructed from the original sources, 
we conclude that 

(2.11 ) 

in virtue of the above-mentioned properties of J. We inter­
pret the positive quantities r g; and r ff as the mean (k-inde­
pendent) relaxation times. Indeed, in a purely time-depen­
dent problem with no space variation the values of N I and N 2 

tend, without exception, to the values they would have ac­
cording to thermostatics, namely, 0, and the rates at which 
they do so are governed by the parameters r g; and rv, re­
spectively. Clearly, due to the inequality (2.11), N I decays 
slowly (the slow moment), whereas N 2 decays rapidly (the 
fast moment). 

The underlying idea of linear irreversible thermody­
namics is to take the physically relevant fields, viz. the slow 
moments N° and N I, as independent gas-state variables and 
supplement the balance equations for them by the constitu­
tive relations of the form (Sec. VI B) 

(2.12) 

The differential equations for N°andN 1 arising from such an 
approach are of first order in t and of second order in x. 

While ordinary low-temperature phonon hydrodyna­
mics has been undeniably useful for the analysis of many 
phenomena in dielectric crystals, it presents some well­
known limitations. The first one is that in this theory the 
response of the system is instantaneous; in fact, the systems 
have a certain inertia that produces a delay or retardation in 
their response to any driving force. On the other side, if the 
mean collision time r I is not very small compared to the 
time r h required for any appreciable macroscopic changes of 
N, then classical hydrodynamiclike behavior of a low-tem­
perature phonon gas breaks down at all and Miiller's ex­
tended thermodynamics 9,17 including the fast non conserved 
moment N 2 as a gas-state variable could potentially become 
a subject of intense interest. 23 [The choice of N 2 is in a sense 
obvious, because the moment N 2 appears naturally in Eq. 

1828 J. Math. Phys., Vol. 30, No.8, August 1989 

(2.5b) and, insofar as (2.12) is concerned, plays a crucial 
role also in ordinary description.] 

Further undeniable advantages of dealing with (2.5) 
rather than (2.5a) and (2.5b) will be recognized and ex­
plained in Sec. VI B. 

III. EXTENDED IRREVERSIBLE THERMODYNAMICS OF 
PHONON GASES 

A. Entropy principle 

If the explicit form of the basic constitutive relations 
(2.8) is known,24 we can obtain an explicit set offield equa­
tions from (2.5). Every solution of this system is called a 
thermodynamic process. In continuum mechanics the en­
tropy density h and the entropy flux ct> are the auxiliary con­
stitutive quantities which should be determined from N and 
c in a materially dependent manner. Hence we set,24 as in 
(2.8), 

h(x,t) = h[N(x,t);c(x,t)], (3.la) 

ct>(x,t) = ct>[N(x,t);c(x,t)]. (3.lb) 

The entropy principle states that the inequality 

ath + Voct>;;;.O (3.2) 

holds for all thermodynamic processes. Thus the entropy 
principle must restrict the possible constitutive equations. 
Since every thermodynamic process gives rise to N, c, N 3, P a 

(a = 1,2), h, and ct> such as to satisfy (2.5), (2.8), (3.1), 
and (3.2) simultaneously, the axiom of entropy growth 
(3.2) can prove nothing about fields that are not so related. 
But according to Liu's theorem,25 the new [with respect to 
(3.2) 1 inequality 

Jth + Voct> - AOo(JtN° + eVaN I + 2WoN ' ) 

- A'o(JtN ' + cVoN 2 + ~cVN° 
+ WoN 2 + ~N0W _ pi) 

- A2o(JtN
2 + cVoN 3 + ~cV 

ANI +2WAN'-P2);;;.0 (3.3) 

holds for all 26 fields N(x,t) and c(x,t). The tensorial vari­
ables AaEKera Tr, a = 0, 1, 2 just introduced depend local­
ly upon Nand C,24 

Aa(x,t) = Aa[N(x,t); c(x,t)], a = 0, 1,2; (3.4) 

we call A a Lagrange's multipliers. 
Now, using the definition (A3), the inequality (3.3) 

may be written in an essentially different form as 
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where lEE; means the contravariant metric (unit) tensor2 

and {e r ; r = 1,2, 3}, n, and (M a
) stand for the orthonor­

mal basis in E, the symmetrizer, and the traceless part of 
MaEE~, respectively.22 Since the time-space derivatives 
atN a , VN a (a = 0, 1,2), atC, and Vc can be chosen arbi­
trarily and independently of any other term in (3.5), it fol­
lows that the quantities in parentheses must vanish lest the 
inequality (3.5) be violated by some such choices and, in 
view of these observations, we arrive at 

~-ao=o ah -al=o (3.6a) 
aND ' aN! ' 

(n~)-a2=0 ah =0 (3.6b) 
aN 2 ' ac ' 

a<l> _i.cal_ca2oaN3 =0, (3.6c) 
aND 3 aND 

a<I> _ caol _2. ca2 _ ca2oaN3 = 0, (3.6d) 
aN! 5 aNI 

(n[e o( a<l> _ cI ® a 1_ ca2oaN3)]) = 0 (r = 1,2,3), 
r aN2 aN 2 

a<l> _ 2aoNI _ '±'N0al _ a loN 2' 
ac 3 

_ 2Nloa2 _ ca2oaN3 = o. 
ac 

There remains the residual inequality: 

a lop 1+ 6,2op2>0. 

(3.6e) 

(3.6f) 

(3.7) 

One final point to note is as follows. While the classical 
Gibbs equation has proved its efficiency as a mathematical 
basis for proofs of plausible and useful results in thermosta­
tics, the nonequilibrium generalization of it, namely, 

dh = aOodN° + alodN I + ll?odN 2
, (3.8) 

cannot be viewed as an essential building block for extended 
irreversible thermodynamics. Indeed, Eq. (3.8) is a trivial 
consequence of (3.6a) and (3.6b). 

B. Intermediate formulas 

For a theory of the constitutive equations (2.9) to be 
internally consistent, the functions on the rhs of (3.4) 
should be expanded about the "point" {N°, 0, O} up to sec­
ond-order terms in N I and N Z and the relations for h and <I> 
must include also those parts of the Taylor's expansions 
which are cubic in N I and NZ. Hence Eqs. (3.4) and (3.1) 
are replaced by 

6,0 = An + AIN IoN 1+ A2N
20N 2

, 

6,1 =A3NI + A4N loN 2
, 

(3.9a) 

(3.9b) 

112 = AsN
2 + A6N I /\N 1+ A7N2nN2, (3.9c) 

h = ho + h,N'oN I + hzNzoN z + h3(N I /\N')oN z 

+ h4 (N znNz)oNz, (3.9d) 

<I> = ¢IN 1+ ¢zN loN2 + ¢3(N IoN ')N I 

(3.ge) 

where again the scalar coefficients Ao,""¢s may depend on 
N° and C.27 
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We insert (2.9a) and (3.9) into (3.6) and drop28 in the 
result all terms of higher than second order in the fields N ' 
and N 2. Then we obtain certain tensorial polynomials in N I 

and N Z of degree 2, and we conclude from their vanishing 
that the coefficients of the constitutive representations 
(2.9a) and (3.9) must obey the following conditions: 

hi = 03' hz = 0s, 
h3 = 04 = A6 , h4 = jA7' 

a¢1 = i. cA a¢2 = i. cA 
aN 0 3 3' aN 0 3 4' 

¢I = CAo, ¢z = CA3 = ~CA5' 
¢3 = ~cA I = !cA6 , 

¢4 = J,cMs = cA2 - ftcA7 + jcMs, 

¢s = - fscbA s = CA4 + jcMs = ~CA7 + ~cMs, 

(3.lOa) 

(3.lOb) 

(3.lOc) 

(3.lOd) 

(3.lOe) 

(3.1Of) 

(3.lOg) 

(3.lOh) 

AO + ~ NOA3 = 0, 5A3 + ~ N°A4 = O. (3.100 

As explicitly stated by Muller et al.,9,17.29 the residual in­
equality (3.7) cannot be exploited except for up to quadratic 
terms in N I and N z, because beyond those it is not reliable. It 
is thus an easy matter to arrive at, using (2.9b), (2.9c), 
(3.9b), (3.9c), and (3.7), 

A3V<0, AS Jl<O. (3.11) 

In the foregoing, it has been supposed that, when the 
general constitutive representations (2.8), (3.1), and (3.4) 
exist-at least for certain definite choices of the values of N 
and c-and are exact solutions of (3.6) and (3.7), the Tay­
lor's equations (2.9) and (3.9) satisfy (3.6) and (3.7) only 
approximately, i.e., up to terms that are not of higher than 
second order in N I and N 2. Obvious as these facts are, they 
can be overlooked in an effort to understand the Liu-Muller 
theory. 

C. Explicit results according to continuum mechanics 
itself 

We postulate, with no loss of physical generality, that 

fzc 1 
,1.0=---' (3.12a) 

81T 3 T 
fzcz 1 

¢I =--. (3.12b) 
81T 3 T 

Indeed, the determination of ,1.0 and ¢ 1 from the local abso­
lute temperature Tbears a considerable resemblance to the 
role that was assigned to some of the constitutive coefficients 
in the work by Liu and Muller,9 where, in order to be in 
complete accord with both thermostatics and the Clausius­
Duhem inequality [Truesdell's terminology30], very similar 
identification rules were proposed. The condition (3.12a) 
for Ao, when combined with (2.7) and (3.lOa), corresponds 
to the universal requirement of thermostatics that ahol 
aE = liT. The identification rule (3.12b), immediately re­
sulting from (3.lOe) and (3.12a), asserts in tum that in the 
neighborhood of the state of local equilibrium the entropy 
flux <I> is approximately equal to qlT, as it should be; in this 
context, see Eqs. (2.7), (3.ge), and (3.12b). 
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Before we can proceed, we agree to accept the existence 
ofa relation that gives N° as a function of Tand c, i.e., of the 
so-called equation of state: 

N° = N°(T,c); (3.13) 

Eq. (3.13) is assumed differentiable and invertible for Tas a 
function of N° and c. 

By taking (3.12a) and (3.13) in (3.10) we obtain, after 
a very tedious calculus, the following fairly explicit expres­
sions for the basic and auxiliary constitutive coefficients. 

The excessive flux moment, 

N 3 : b=~_I_. 
28 N°' 

Lagrange's multipliers, 

3 1 a': ,.1,3 = ---A 
32 N° ' 

a2 : ,.1,5 = _ ~_I_A 
64 N° ' 

A = 1125 _I_A 
7 1792 N0N 0 ' 

Entropy, 

h: ho=~N°A+B, 
6 

3 1 
h = ---A 

, 64 N° ' 

h = _~_I_A h =~_I_A, 
2 128 N0' 3 256 N0N0 

h =~_I_A' 
4 1792 N0N 0 ' 

Entropy flux, 

1 
<P: ¢I, = -cA, ¢l2 = 

8 

,I. _ 45 1 A' 
'f'5 - 448 N0N0 ' 

The equation 0/ state, 

aN° --.!N0=O NO(T.C)=C(~)4 
aT T ' , kBe ' 

where 

A.- , . _ (..£)114 
N° 

(3.14 ) 

(3.15a) 

(3.15b) 

(3.16 ) 

(3.17a) 

(3.17b) 

(3.18a) 

(3.18b) 

(3.18c) 

(3.19a) 

(3.19b) 

(3.19c) 

(3.20) 

(3.21 ) 

Here Band C stand for constants of integration and kB is one 
of Boltzmann. 

It is now evident that the Liu-Miiller restrictions are so 
stringent that even the equation of state, which relates N° or 
€ to T and c, cannot be arbitrary. Having obtained (3.14)­
(3.21), one should like to be able to say that the kinetic 
theory, by itself, is needless, insofar as the scalar constitutive 
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coefficients for N3, aa, h, and <P are concerned. This is al­
most true, but not quite so. First, the nine-moment system of 
balance equations (2.5), which is of great interest in deriving 
(3.14 )-(3.21) from the axiom of entropy growth (3.2), in 
all probability cannot be demonstrated to be valid on the 
grounds of the laws of continuum mechanics alone; for the 
kinetic origin of the nine-moment system (2.5), see Sec. 
n A. Also, the obscurity of all that relates to the unknown 
constants Band C [and to the unspecified coefficients Y, Yo, 
Il, Ilo, and III in Eqs. (2.9b) and (2.9c)], and what is physi­
cally meant by a second-order perturbation theory, etc., calls 
for other approaches as well. 

IV. CONSISTENCY OF THE MOMENT METHOD OF 
GRAD'S TYPE WITH CONTINUUM MECHANICS 

A. The Tchebychef-Ikenberry representation of the 
one-particle density f 

Define a function of k, x, and t by setting 

/o(z):=(e'-l)-', z:=0"(,, ( 4.1a) 

and suppose that 

L"('10 dk = L ,,(,/dk. (4.lb) 

We may call the function};) as given by (4.1) the local Bose­
Einstein density that corresponds to f By use of (2.4) and 
(4.1 b) we easily calculate N° in terms of e: 

N° = 41T~/15e4. (4.2) 

Then comparison of (4.2) with (3.20) shows that 

( 4.3) 

In the Appendix of Ref. 12 we have considered in more 
detail only such nonequilibrium occupation probabilities/as 
can be expanded in a series of one-dimensional Tchebychef 
polynomials Ap(z) and Ikenberry's harmonics ya(g). We 
have found there that 

(4.4 ) 

with the scalar function Ap (z) being a polynomial of precise 
degree f3 in the dimensionless variable ZER +: = (0, + 00). 

The tensorial coefficients aa.PEKera Tr occurring in Eq. 
(4.4) may be called the Tchebychef-Ikenberry expansion 
coefficients of the distribution function f The Tchebychef 
polynomials Ap (z) are orthonormal with respect to the 
weight W(z) given by 

W(z): = z4e'/(e' - 1)2. (4.5) 

In other words, if Dpy denotes the Kronecker symbol, then 

( Ap(z)Ay(z)W(z)dz = Dpy . (4.6) JIl> 
The orthogonality conditions for ya(g) are22 

i 41Ta' ya(g) ® yV(g)dg = . DavE(ala>. (4.7) 
K (2a+l)!! • 

where lK is the unit sphere and E(ala)ElE2a represents the 
natural projection.22 

The Tchebychef-Ikenberry coefficients aa.P have a sim-
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pIe representation in terms off - fo. Beginning with (4.6) 
and (4.7), we find that 

au.f3 = (2a + I)l! 0 4 f YU(g)hAf3 (z)(f _ fo)dk. (4.8) 
41Ta! JE 

By (2.4), (4.1), (4.2), (4.7), (4.8), and Ao=~/2r, 
then, we arrive at 

aO'o = 0, (4.9a) 

aU,o = ~ (2a + I)l! 0 4N a 
8~ a! 

=~ (2a+ I)l!_I_ Na, 
2~ a! N° 

a = 1,2,3. (4.9b) 

In this way the quantities N° and aa.O, a = 1,2,3 are simply 
an alternative set of moments off, just as were the moments 
NU, a = 0, ... ,3 defined in Sec. II A. 

It is now natural to ask whether we can derive from 
(2.8a) a relation ofthe form (2.9a), say as a limit, the first 
term in a series expansion, or otherwise. The left-hand side of 
(2.8a) is defined from a solution N 3 of (4.9b) for a = 3; so 
areN I and N 2 on the right-hand side. Thus, if we are willing 
to support (2.9a), then we must assume that in the dimen­
sionless version of (2.8a) the following inequality holds22

: 

(4.10) 

Concerning the range of validity of (2.9b) and (2.9c) 
for Callaway's relaxation model,21 see Sec. VI B. 

B.lmplications of the Tchebychef-Ikenberry expansion 
of f on constitutive relations for hand (J) 

By making use of the Boltzmann-Peierls equation we 
easily obtain the kinetic analog to the entropy principle 
(3.2) of just the same form, in which, of course, h and <I> are 
calculated from! 

kB 1 h=- lFdk, 
81T1 

E 

( 4.11a) 

kBc i <I> = ---=.3 glF dk, 
811 E 

(4.IIb) 

IF: = (1 + f)ln(1 + f) -fIn! (4.11c) 

The Tchebychef-Ikenberry coefficients aa.f3 in (4.4) are 
functions of position x and time t, i.e., fields in the ordinary 
sense of continuum mechanics. In order for the entropy den­
sity h and the entropy flux <I> that are defined by (4.11) and 
(4.4) to satisfy the requirements (3.1) of extended thermo­
dynamics, it is sufficient that the generators of constitutive 
equations au

•f3 be uniquely determined from Nand c: 

au·f3 (x,t) = au.f3 [N(x,t); c(x,t)]. (4.12) 

Implicitly, we have introduced so far the restrictions im­
posed upon (4.12) by (4.9), but these are merely definitions 
compatible with (4.12), not sufficient for (4.12) to hold. 
Clearly, regardless of the problem concerning the nature and 
origin of (4.12), the existence of the relations (4.12) as they 
stand is one of many postulates of the present formulation of 
extended thermodynamics and here, in true Muller fash­
ion, 17 we make no question of them. 
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Henceforth by the constitutive representations (3.1) we 
shall mean (3.9d) and (3.ge), i.e., the constitutive represen­
tations of the second-order perturbation theory, as they are 
practically the only cases of (3.1) to which the moment 
method of Grad's type could conceivably be expected to pro­
vide a precise counterpart. However, for a theory of the con­
stitutive relations (4. 12) that are not of higher than second 
order in the fields N I and N 2, we see almost immediately that 

(a> 3)::::} (au
•f3 = 0), (4.13) 

because au
•f3EKeru Tr, N lEE, and N 2EKer2 Tr. Also, apply­

ing (2.9a), (3.14), and (4.9b), we obtain 

(4.14 ) 

The universal reason for using the simplified version (2.9a) 
of (2.8a) in deriving (4.14) is as follows. The moment meth­
od cannot deliver (4.12), as well as (4.14), although it 
may-and does--deliver (3.1), as we shall soon see, of 
course after the constitutive relations (4.12) have been pro­
posed on grounds outside the kinetic theory and the moment 
method themselves. Thus we set down the following hypoth­
esis. 

Hypothesis I: Expanding the rhs of (4.12) in powers of 
N I and N 2 and dropping in the result those terms which are 
of higher than first order in N I and N 2

, we expect to find 
that3 1 

[(a = 0, ... ,3) 1\ (/3> 0) ] ::::} (aa.f3 = 0). (4.15 ) 

There is certainly no sense in saying that this hypothesis 
must be derived, for deciding whether it is correct or not, 
from the Boltzmann-Peierls equation. Rather, we should 
regard Hypothesis I as a proposition, at the same time com­
patible with the moment method of Grad's type and inde­
pendent of the kinetic theory, motivated, however, by the 
entropy maximum principle (Sec. V) and reinforced maybe 
by the success of its consequences, which we now proceed to 
consider. 

To this end, let us introduce the following abbreviations: 

lFo: = (1 + fo)ln( 1 + fa) - fo Info, 

F(z): = z(e
Z + 1) , 

eZ 
- 1 

00 oc 

{}: = L L aa·f3 (x,t) 0 YU(g)Af3 (z). 
a~Of3~O 

(4.16a) 

(4.16b) 

(4.16c) 

We first began to study the dependence of IF upon {} in Ref. 
12. The compact formulas in terms of aa.f3 for both hand <1>, 
valid in the neighborhood of the state of local equilibrium, 
were some of the new results we found there. Looking back 
at Sec. VII of Part 11,12 we can easily show that 

IF = lFo + (IF - lFo) 1+ (IF - FO)2 + &({}4), (4.17a) 

where 

(IF -lFo)l: = z-2W(z){} - ~Z-2W(Z){}2, (4.17b) 

(IF -lFO)2: = j,z- 2F(z)W(z}t'J 3. (4.17c) 

Then, replacing IF by (4.17a) in (4.11a) and (4.11b), we 
arrive, after a direct calculus, at 
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h=iN °A + (h-ho)1 + (h-ho)2+ ... , 

<I> = AcAN 1 + (<I» 1 + (<1»2 + ... , 
(4.18a) 

(4.18b) 

where 

= -~N°A f f a! 
161T4 a ~ 0 f3 ~ 0 (2a + I)!! 

X aa·f3oaa.f3, ( 4.18c) 

(4.18d) 

(4.18e) 

( 4.18f) 

A being a function of N°, which is derivable from (3.21) and 
(4.3). 

Given (4.13 )-( 4.15), we may now identify and drop all 
terms in (4.18c )-( 4.18f) of higher than third order in N 1 

and N 2. It is, then, no surprise that we are justified in replac­
ing the quantity {J, which is calculated from (4.16c), by the 
simplified one 

{JL:= (3/4N°)(N 1oyl +~N2oy2), (4.19) 

insofar as Eqs. (4.18e) and (4.18f) are concerned; of course, 
in extracting (4.19) from (4.16c) we have utilized (4.9) and 

Ao = Jf512r. Using (4.9) and (4.14) with respect to 
( 4.18c) and (4.18d) and applying the identity 

F(z)W(z) = - Z-5.!!.... [z- 4W(z)] 
dz 

(4.20) 

in (4.18e) and (4.18f), after some analysis based upon 
(4.13 )-( 4.15) we obtain the transformation rules for 
(4.18c)-(4.18f) of the form 

15 2 a' (h - h ) => - --N°A I . aa.Ooaa.O 
o 1 161T4 a~O (2a + I)!! 

= _~_I_ANIONI _~_1_AN20N2, 
64 N° 128 N° 

(4.21a) 
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_ 225 _c_ A (N 2oN2)N I 
1792 N°N° 

_ 135 _c_ A (N ION 2 )ON 2, (4.21b) 
896 NDN D 

(h - hDh=>~ j z- 2F(z)W(z)t'Ji dk 
48~ JE 

=~_I_A(NII\NI)ON2 
256 N°N° 

+ ~_1_ A(N 2 nN 2 )oN 2, (4.21c) 
1792 NDN D 

(<I>h=> kBc j gz- 2F(z)W(z)t'Ji dk 
48~ JE 

= _9 _ __ c_A(N IoN I)N I 
256 N°N D 

225 _c_ A(N20N 2 )N I 
+ 3584 NDN D 

+ 225 __ c_ A (N l oN 2 )ON2• 

896 NDN D (4.21d) 

We should expect the constitutive formulas for h and <I> 
obtained by the present method and that of Sec. III to agree. 
Such is the case. In order to see that this conjecture is true, 
we must substitute (4.21) into (4.18) and compare the re­
sulting expressions with Eqs. (3.9d), (3.ge), (3.18), and 
( 3 .19) of Sec. III. Then, if only B is equal to zero in (3 .18a) 
and C is identified with 4k~/151T7 in (3.21), we find that 
( 4.18) and (4.21) deliver just the same constitutive repre­
sentations for h and <I> as those which follow from a macro­
scopic approach of the Liu-Miiller type. Since Sec. III ap­
peals neither to the functional dependence of h and <I> upon/ 
nor to the Tchebychef-Ikenberry expansion off, the proof of 
consistency of both procedures as completed here is by no 
means of purely academic value. 

v. THE ENTROPY MAXIMUM PRINCIPLE 

A. Formulation of the problem 

According to the tenets of information theory, the esti­
mate of the basic and auxiliary consitutive relations, such as, 
for example, (2.8), (3.1), (4.12), etc., can be obtained from 
the distribution function which gives the known moments 
Na, a = 0,1,2 correctly and also maximizes the following 
entropy functional: 13-16 

U:= 1 F(/)dk-0(AO _l)o[No-l YO(g)h/dk] 

- 0A1o[NI - L yl(g)h/dk ] 

-0A2o[N2-1 Y2(g)h/dk] , (5.1 ) 

Aa(x,t)eKera Tr, a = 0,1,2, being nonequilibrium and di­
mensionless multipliers, which are associated with the con­
straints 

Na = L ya(g)h/dk, a = 0,1,2. (5.2) 
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Then, due to the well-known formula 

DU= L[lnC;L)-Z(1-H)]Dfdk (5.3) 

in which 

H: = NloyO + A'oy' + A 2oy2, 

one obtains 

fw:=[eZ('~H)-I]~" H<I, 

(5.4 ) 

(5.5) 

for f that makes the entropy functional U maximal. Given 
the definition (5.4), without further information we may 
conclude thae2 

(5.6) 

Insertingf = fw into (5.2) yields, of course, the explicit de­
pendence ofN upon Aa, a = 0,1,2, practically unmanagea­
ble although (under certain additional but judicious restric­
tions) invertible in principle for the A multipliers as 
nonlinear functions of N: 

(5.7) 

With regard to the status of (5.5), we have the following 
(adjustment of) theorem of Dreyer. 13,14 

Theorem: In a gas of quasiparticles with n = Ch, if for 
some constant D, ][) < 1, 

(5.8) 

then32 the Muller's Lagrange multipliers ll,a are given by 

k 
ll,a = _B 0(Dan - AU), a = 0,1,2, 

8111 
(5.9) 

DuO being Kronecker's delta. If in addition the constitutive 
relations (2.S), (3.1), and (3.4) are calculated from (2.4), 
(2.6), (4.11),j=fw' and (5.9), then they satisfy the Liu~ 
Muller equations (3.6) and the residual inequality (3.7) is 
also valid. [For the proof of Dreyer's theorem, see Refs. 13 
and 14.] 

In a recent paper20 Eu analyzed the entropy maximum 
principle in the form of (Muller-Dreyer-)Banach.I7.14.16 
His two concluding statements are as follows: 

(I) "IL.must be concluded that Banach's (variational) 
method 16 is not useful from the standpoint of irreversible 
thermodynamics. It ... can be inferred that his interpretation 
of" the rhs of (5.9) "as Lagrange's multipliers is nothing to 
count on thermodynamically." 

(II) "The (variational) method proposed by Banach 
does not lead to an internally consistent formulation of ex­
tended irreversible thermodynamics." 

Taking Dreyer's theorem,I3,14 it is now evident that 
items I and II are incorrect. Since the remaining statements 
of Eu20 do not refer to the subject of this paper but only to 
that of Ref. 16, they will be discussed elsewhere. 

Although the distribution function as written in the ex­
ponential form does not satisfy the Boltzmann (-Peierls) 
equation, there is a literature in which some exact (un­
known) solutions of the equations of moments generated by 
it have been labeled incorrectly "exact (thermodynamic) 
solutions" according to the kinetic theory itself. 
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B. The nonequilibrium phase density f w in the second­
order theory 

Since A's are the undetermined multipliers, the vari­
ational constraints (5.2) must be used to determine them 
from N. But since they appear in the exponential function for 
the one-particle density, the variational constraints furnish 
exponentially nonlinear equations for the undetermined 
multipliers which cannot be solved exactly and analytically. 
Thus regardless of the important fact that by placing f = fw 
into (5.2) we do not obtain divergent integrals, 33 (H) Eq. (5.5) 
as it stands must be viewed as a rather untractable proposi­
tion that prevents us from pushing the explicit calculations 
very far. Fortunately, even if the second-order constitutive 
functions for the rhs of (5.7) were taken, they would give 
rise to some important features associated with the nature 
and origin of Hypothesis I not available in other approaches. 
Indeed, granted that IHI ~ 1, Eqs. (5.9) and (3.9a)-(3.9c) 
impose an expansion of (5.5) in a series with respect to H 
which is correct to within second-order terms in 

(5.10) 

inclusive (INUI~I), so that by use of (3.15)-(3.17), 
(3.20), (3.21), and (4.3), we arrive, after a very tedious but 
straightforward calculus, at 

[ 
zeZ ] I." =>fN: =fo 1 + -- ({}L + {}N) 

eZ 
- 1 

(5.11a) 

with {} Land {} N given by 

{}L: = Nloyl(g) + ~N2oy2(g), 
{}N: = iG(z) (N!ON! + ~N20N2) 

+ G(z)(N!ON 2)oY!(g) 

(5.11b) 

+ !G(z)(N! ANI + ~N2nN2)oy2(g) 
+ W(z) (N! AN2)oy3(g) 

+ ~F(z)(N2 AN2)oy4(g), (5.11c) 

where 

G(z): = F(z) - 5. (5.11d) 

It is not difficult to prove that fN leads to the constitutive 
relations (2.9a), (3.9d), and (3.ge) which are in excellent 
conformability with the Liu-Muller results (3.14), (3.1S), 
and (3.19). Of course, from the standpoint of extended irre­
versible thermodynamics, the second-order approximation 
tofw can never be exact. But we have explained already these 
problems, and of general interest in this regard is our discus­
sion at the end of Sec. III B. 

Elementary inspection shows thatfN satisfies Condition 
I of Ref. 12, i.e., that 

r r IfNI 2W(z)dzdg< + 00 (5.12a) JR+ JK 
for 

(5.12b) 

Thus f = fN has a unique expansion (4.4) and this expan­
sion converges in the mean to fN' Even more, it follows 
from (4.8) andf = fN that, insofar as the first-order consti-
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tutive functions for the rhs of (4.12) are concerned, the 
Tchebychef-Ikenberry coefficients aa,p of IN other than a l

•
o 

and a2
•O are null. The agreeement of the prediction of the 

variational method with that based upon the Tchebychef­
Ikenberry representation (4.4) of the one-particle density 
and Hypothesis I cannot therefore be regarded as largely 
coincidental. 

VI. CALLAWAY'S MODEL 

A. Definition of the collision operator J 

In any case, it is clear that the difficulty in estimating the 
collision coefficients in Eqs. (2.9b) and (2.9c), whether in 
the nonlinear or in the linear regime, is largely due both to 
the intricacy of the collision operator J = J JV + J g; and to 
the necessitj34 of replacinglby IN in (2.6). Hence it is very 
tempting to try guessing model equations with the same ba­
sic features as the original Boltzmann-Peierls equation, but 
allowing for a precise specification of the "nonlinear" coeffi­
cients vo, J-to, and J-tl (in terms of v and J-t) without first 
having to determine las an exhibited function ofN. One of 
these equations is that of Callaway, 21 which amounts to writ­
ing 

JA " ( I) = - (J-t - v)(1 - II)' J-t>v> 0, 

Jg; (I) = - v(1 - 10)' 

(6.1a) 

(6.1b) 

in order to imitate the rhs ofthe Boltzmann-Peierls equation 
and those terms in (2.9b) and (2.9c) which are linear in N I 

and N 2. Of course, in (6.1 b) 10 is the local Bose-Einstein 
density that corresponds to f, and J; is defined by 

/1:= [cf(l-H')-I]-I, (6.2a) 

where 
"1:=A?oyo+A:oY\ "1<1. (6.2b) 

Here the quantities A? (X,t)ElIt and Al (x,t)EE are such that 
II gives the moments N° and N I off, 

i ya(g)h(1 - II)dk 

(6.3) 

The integral relations (4.1 b) and (6.3) show us immediately 
that 

J(Io) = 0, i hJ(f)dk = 0. (6.4) 

Thus we have established some of the needful properties of 
J = J JV + J g; • More important, however, is the fact that, by 

i J(/)ln C; L) dk 

1834 

= (J-t-v) L [/IO+/)-/O+J;») 

Xln [J;O +/)] dk 
1(1 + J;) 

+v L [/0 0 +/) -/(1 +/0)] 

Xln [10(1 + I) ] dk-;.O, 
1(1 +10) 
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(6.5) 

Callaway'S equation 

atl + cgoVxl - hWoVkl 

= -(J-t-v)(/-J;)-v(/-Io) (6.6) 

satisfies an H theorem automatically. 
The simplicity of (6.6) is only apparent. Indeed, since, 

for example, the fields A? and A: have to be determined 
from the moments N () and N I of J, II depends functionally 
upon J, i.e., J; = ~ [f] for some II [0]' and Callaway's 
equation is extremely nonlinear. Thus it is not yet clear 
whether (6.6) really brings a decisive simplification in 
dealing with complicated flow problems. In the neighbor­
hood of the state of local equilibrium, however, Callaway's 
model offers definite advantages. To this end, let us expand 
II [ 10 + (I-it»] about the "point" 10 = II [10] by writ­
ing35 

J; =it){1 + [zez/(eZ 
- 1)] [ ... + 1F(z)(N IAN I) 

oy2(g) + ... ]}, (6.7) 

where the ellipses in (6.7) stand for the remaining unspeci­
fied terms of no greater interest in calculating the collision 
coefficients vo, J-to, and J-tl in (2.9b) and (2.9c). With the 
help of (2.6),J = JJV + Jg;, (6.1), and (6.7), it is then easy 
to show that 

VO=J-tI=O, J-to=(3I4N°)(J-t-v). (6.8) 

B. Transition to ordinary low-temperature phonon 
hydrodynamics 

If we recall (3.14) and make use of (2.5), (2.9), and 
(6.8), the nine-moment system offield equations for N can 
be shown to take the following form: 

(6.9a) 

a,N I +cVoN2+!cVN°+ WoN2+~N°W= -vN I
, 

(6.9b) 

a,N 2 + ~cVo((1/N°)NIAN2) + ~cV ANI + 2WAN I 

= -J-tN2+ (3/4N°)(J-t-v)N IAN I. (6.9c) 

The balance equations (6.9a) and (6.9b) remain valid 
in ordinary low-temperature phonon hydrodynamics, in 
which, of course, 

( 6.10) 

but (6.9c) allows us to formulate a constitutive relation for 
N 2

• To see this, let us consider a flow problem in which the 
relaxation (reference) time 1> is short compared to the 
time'T h required for any appreciable macroscopic changes of 
N (then t;,: = C'T h represents some macroscopic length char­
acterizing the spatial variation of N) : 

'TJV <t,'Th • 

Write Eq. (6.9c) in the form 

a,N 2 + M2 + J-tN 2 = 0, 

where 

Z. Banach and S. Piekarski 
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M2: = ~cV AN 1 _ _ 3_ 1l(1 - ~)N I AN I 
4N° Il 

+ 45CVO(_I- N I AN 2
) + 2W AN I (6.12b) 

28 N0 

is, by (6.11), almost constant in a time comparable to T JV. 

Over such a short period of time, we obtain, except for a very 
small error, the solution of the differential equation (6.12a) 
as consisting of a transient plus a steady state, i.e., 

N 2 (t) = (;2 exp( -Ill) - (1I1l)M 2
, 

(6.13) 

(;2 being a "quasiconstant." But the important scale of 
t: = tiT JV is of order unity, and, no matter what value N 2 

has initially, within a short time t~T.¥, the N 2 approaches 
its quasiequilibrium value. Thus (6.13) becomes 

N 2 = - (1I1l)M 2
• (6.14) 

Now, if IN 21 < I and the variation of the sound velocity c 
over t;. is very small (c-It;.IWI = c-It;. IVxcl <I)-as 
is almost always the case---then we can in the first approxi­
mation neglect the last two terms on the rhs of ( 6.12b ). If in 
addition we replace the second term on the rhs of ( 6.12b ), in 
which vlll< I, by - (3/4N°)IlN I ANI, Eq. (6.14) justre­
duces t036 

N 2 = - ~(clll)V ANI + (3/4N°)N I ANI. (6.15) 

Since 

(6.16a) 

and 

(6.16b) 

there is no reason at all to conclude, as typically in other 
approaches on the subject, that the leading term on the rhs of 
( 6.15) is the first one. Only on the restrictive assumption 
that IN II <T I /rh' the well-known relation (2.12) of ordi­
nary low-temperature phonon thermodynamics 1-6 and the 
nonlinear constitutive equation (6.15) become practically 
indistinguishable. The far weaker inequality I N II < T I . IT h 

provides in turn not only a range of validity of (6.15), but 
also a domain of disagreement (IN II ~T l/rh) between 
(2.12) and (6.15). 

Given extended irreversible thermodynamics of far­
from-equilibrium processes, the question of contraction can 
be considered in some generality. However, while the ap­
proximations (2. 9b) and (2. 9c) which yield (6.15) are like­
ly to significantly increase the accuracy, other possibilities, 
such as higher order expansions or the literal utilization of 
the distribution function as written in the exponential form, 
would not seem to be justified, and one should consider the 
Boltzmann (-Peierls) equation and its "very hydrodynamic 
solutions." But at the present time this is a matter of taste 
rather than mathematics and physics. [By way of digression, 
our circumspect generalization (6.15) of (2.12) is not to be 
confused with the concept of nonlinear transport coeffi­
cients.] 

Since in general T"" is not small compared to a represen­
tative time Th' one would expect Eqs. (6.9a), (6.9b), and 
( 6.15) to demonstrate, at least to some extent, the effect of 
an overlap between the two time scales, viz., the collision 
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time T. '" and the macroscopic decay time T h' Of course, if 
also the condition T I < This not satisfied, then the nine­
moment system differs considerably from that just men­
tioned and should give better results! 

VII. FINAL REMARKS 

In this paper we have treated only a simple quasiparticle 
gas: a gas composed of phonons, each characterized by 
.0. = cA. As the dispersionless case is certainly the easiest to 
handle mathematically as well as the simplest in concept, we 
have a very persuasive reason 12 to conjecture that many re­
sults concerning it will have their strict analogs for other 
isotropic dispersion relations with the group velocity 1 V k.o.l 
essentially depending upon A. It must be stressed, however, 
that such a generalized discussion is expected to be exceed­
ingly complex. 

One of the central ideas for drawing inferencies from 
our axioms consists in an extension of the scope of Grad's 
moment procedure. We hope not to be too far off the mark in 
naming the expansion (4.4) off, and the expansion (6.8) in 
Ref. 12, a quasiparticle counterpart to that of Grad fash­
ioned by mathematical apparatus such as Hermite functions 
or Laguerre polynomials and Ikenberry's harmonics.22 In­
deed, if just as in Grad's approach we wish to "diagonalize" 
the entropy density h, then by the choice of a local Bose­
Einstein density fo we have simply no alternative to the use of 
the weight (4.5) and of the Tchebychef-Ikenberry represen­
tation (4.4) off 

Comparing the present work with the older one, we 
should take note of a difference stemming from the fact that 
the series (4.4) is completely independent of the exact (un­
known) form of the collision operator J which changes, to 
some extent accidentally, from one quasiparticle system to 
another. Finally, it is important to remark that the general 
results established in Sees. VI and VII of Part 1112 give us a 
more "microscopic" basis for extended irreversible thermo­
dynamics, mainly as a direct or indirect consequence of the 
above-mentioned effect of diagonalization of h. 

If the theory of classical and quasiparticle gases, as de­
veloped in our three papers,22,12 serves as a stimulus for 
further research, the efforts put forth in the preparation of 
the text will have been rewarded. 

APPENDIX: DEFINITION OF A MAPPING fPaf3: Ef3 ..... E a +f3 

Choose an orthonormal basis {e l , e2 , eJ in lE and set 

(Al) 

Let M a: lEP :::::} lEa be a differentiable tensor function. Then a 
mapping qJ ap: lEP :::::} lEa + P, for which we write 

aMa 
qJap(MP): = aMP' 

is defined by 

(A2) 

(A3) 

where the coefficients M~ ... ,,, and M~ .... '{J are components 
of M a and MP, respectively. 
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subject, see Sec. III C. 

2"Since N J and '" u, a = 0, I ,2, are all only given here to within second-order 
terms inclusive, higher order terms in (3.6) would not be reliable. 

291. Miiller and K. Wilmanski, Rheol. Acta 25, 335 (1986). 
JOC. Truesdell, Six Lectures on Modern Natural Philosophy (Springer, Ber­

lin, 1966). 
3lSince the Tchebychef-Ikenberry coefficients aU

'
P all vanish in the state of 

local equilibrium and au,PEKer u Tr, the implication (4.15) holds trivially 
for a = 0 and a = 3. 

"In fact, the inequality (5.8) is the only reasonable restriction as yet placed 
upon the values of the A multipliers. 

33Given a gas composed of material molecules, the fundamental question 
whether or not the exponential form off leads to divergent integrals will be 
discussed elsewhere. In all but trivial cases the answer is "yes" (!!). 

34Define a new quantity fL by casting away from (5.11 a) the nonlinear term 
{} N' Since the functionfL parallels that of Grad for a classical rarefied gas, 
we may call it, to some extent incorrectly, the nine-moment approxima­
tion to f The utilization Of/L in place off given by (4.4) is of interest in 
determining from (2.6) the col1ision coefficients v and.u in Eqs. (2.9b) 
and (2. 9c). If we wish to calculate the remaining col1ision coefficients, 
namely, Vo, .uo, and .u" then the nine-moment approximation to f other 
thanfL should be proposed, and use offN may seem at present unavoid­
able, except in the case of Callaway'S model. 

J5Roughly speaking, Eq. (6.7) tells us that the full Callaway'S 
col1ision element - (.u - v) (f-J.) - v(f-fo), i.e., -.u(f-fo) 
+ (.u - v) (f, - fo), is functionally expanded around local equilibrium 
up to second-order terms in of =f - 10. Thus Eq. (6.7) is not to be con­
fused with the transformation rule (5.11 a) of unquestionable importance 
only in discussing extended irreversible thermodynamics. 

3"Considering (6. 9a), (6. 9b), and (6.15) as a starting point, it is possible to 
prove that the nonlinear constitutive equation (6.15) is compatible both 
with the entropy principle (in a sense made precise by a second-order 
perturbation theory) and with the variational method which appeals to 
the four-moment representation of a state. 
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Chemical potential of a D-dimensional free Fermi gas at finite temperatures 
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The chemical potential of a D-dimensional free Fermi gas at low temperatures has been 
obtained using some ideas due to Barker and Blankenbechler [J. Math. Phys. 27, 302 (1986); 
Am. J. Phys. 25, 279 (1957)]. There is an interesting even-odd-dimensional effect in the 
behavior of the chemical potential, also observed in other properties of a free Fermi gas, such 
as the susceptibility. For D = 2, it is possible to give a closed form expression, thus valid both 
in the high- and low-temperature regions, probably not possible in any other even or odd 
dimensions. 

I. INTRODUCTION 

In an interesting paper, Barker' shows how to obtain a 
series representation for, among others, the chemical poten­
tial of a three-dimensional free Fermi gas at finite tempera­
tures. He uses a method that is an alternative to the classic 
one due to Sommerfeld,2 found in almost every text on statis­
tical mechanics.3 He has since applied it to study related 
physical problems.4 Barker obtains the chemical potential 
very elegantly, via a contour integration, partly combining 
an idea due to Blankenbechler.5

•
6 

In this brief paper we apply the ideas of Barker and 
Blankenbechler to obtain the chemical potential of a D-di­
mensional free Fermi gas at finite temperatures. We find that 
the behavior of the chemical potential very much depends on 
whether the dimensions D are even or odd numbered. Such 
an even-odd effect in the physical behavior has been noted in 
other properties of a free Fermi gas.7 If D = 2, the expression 
for the chemical potential can be given in closed form, unlike 
in any other dimensions. In recent years there has been an 
interest in the physics of low dimensions, stimulated by de­
vice fabrication. Also, high dimensions are regarded as a 
domain where mean-field theories become valid. Hence our 
D-dimensional generalization may not be without some in­
trinsic interest. 

II. CHEMICAL POTENTIAL IN 0 DIMENSIONS 

The number of particles N in a volume L D is given by the 
following well-known expression3

,7 

N=2+nk-2(~r J dDkn(k) 

= 2 (~r UD 1"' dk kD-'n(k), 

where 

and 

(1) 

(2) 

(3) 

where E = k 212m, m is the particle mass; z = ea
, a = /311, 

where /3 = 1/ kB T, T temperature,11 is the chemical poten­
tial, and h is the Planck constant. 

Writing the density as P D = NIL D, one can express ( I) 
more conveniently as 

PD = (2mlh2) DI2uD i"' dEE- 1 + D/2n(E). (4) 

Since the density is related to the Fermi energy EF as 

PD = 2/r( I + D 12)' (21TmEF lh 2)DI2, 

one may further express (4) as follows: 

(/3E
F

)DI2 = (DI2) f"' dx (a +x) -I +DI2 
-a l+ex 

f"' eX(a + X)DI2 
= dx . 

-a (I+ex )2 

(5) 

(6a) 

(6b) 

For D even, (6a) is found more useful for analysis; but for D 
odd, (6b) is more useful. 

III. ODD-NUMBERED DIMENSIONS 

First we shall evaluate the integral (6b) when D is an 
odd number. Following Blankenbechler, we write 

(7) 

where /) = a laa. Note that this idea does not work if D is an 
even number, since then (7) is a polynomial of finite degree. 
Next, let s = eX. Then, (6b) becomes 

(/3E F )DI2 = i"' ds Sli F(a). 
z-· (1 +S)2 

(8) 

At low temperatures z-' ::::: O. Thus one may replace the low­
er limit by zero. Again this kind of approximation is not 
permitted if D is an even number. Since D is an odd number, 
the integrand of (8) has a branch cut along, say, the positive 
real axis. Otherwise it is analytic, except at s = - 1. Hence 
one may evaluate the integral by a contour integration, as 
was done by Barker. However, it is simpler to change the 
variable, e.g., S = yl (I - y), thereby putting (8) into a stan­
dard form of the Beta functions: 

(/3E F )D/2 = f dy yli(l - y) -li'F(a) 

= (1T8!sin 1T/) ·aD12
. (9) 
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Finally, 

/3E F = a[ 1 + (rI6.22)D(D - 2)a-2 + (71T4/360.24
) 

XD(D - 2)(D - 4)(D - 6)a- 4 + ... ]21D 

=a[1 + (r/12)(D-2)a- 2+ (1T4/2.6!)(D-2) 

X(D 2-25D+74)a- 4 + "']. (10) 

The above expansion may now be reverted: 

a =x[l- (r/12)(D- 2)x-2 - (1T4 /2.6!) 

X (D - 2)(D - 6)(D - 9)x-2 - ... ], (11) 

where x = /3EF. 
Observe the appearance of (D - 2) in the coefficients of 

expansion. Because of this factor, the chemical potential in 
D = 1 is distinguished from that in all other odd-numbered 
dimensions. Initially it increases with T, whereas the others 
decrease with T. As T - 00, they must, however, all become 
negative. Below we give a few examples, mainly for compari­
son with known results9

: 

f-lIEF = 1 + (r/12)x- 2+ (1T4/36)x- 4 + ... (D= 1), 
(12) 

f-lIEF = 1- (r/12)x-2 - (1T4/80)x- 4 
-'" (D = 3), 

(13) 

f-lIEF = 1 - (r/4)x- 2 
- (1T4/120)x- 4 

- ••• (D = 5). 
(14) 

For odd-numbered dimensions, the chemical potential is an 
analytic function of T and it is regular at T = O. 

IV. EVEN-NUMBERED DIMENSIONS 

When D is an even number, the idea of Blankenbechler 
cannot be applied. The factor (a + X)DI2 in the integral 
(6b) is now meromorphic, hence analytic everywhere. It is 
more convenient to start with (6a). One can then obtain an 
expression in closed form if D = 2 and nearly so if D = 4. We 
shall consider the two cases separately. 

A.D=2 

From (6a), it follows directly that 

f'" 1 
/3E F = dx---

-a 1 + eX 

= f'" dy(~_-I-)=ln(1 +z). J-, y y+ 1 
(15) 

Hence 

(16) 

where x = /3EF. Thus we obtain for low temperatures 

/3f-l = x - e- X 
- (l/2)e- 2x 

- ••• • (17) 

The above solution (16) is obtained without any as­
sumption on /3, hence it is valid for any /3, including /3 - O. 
Observe that when /3 - 0 (or x - 0), the chemical potential 
does become negative. In fact, one gets a simple expansion 
for high temperatures as well: 

/3f-l = In x + xl2 + x2/24 + ... , (18) 
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which one may recognize as a classical form if x is replaced 
by p). 2, where). is the thermal de Broglie wavelength. Thus 
one can obtain (16) also by formally summing a high-tem­
perature expansion solution of ( 4 ). 

B.D=4 

From (6a), we have 

(/3E F )2 = 2 (In z)(ln(1 + z») + 2 f'" dx _x_. 
-a 1 + eX 

(19) 

The integral on the right-hand side of (19) cannot be ex­
pressed in terms of elementary functions, but it can be given 
a series expansion as follows: 

2 f'" dx _x_ = (In(1 + Z-I»)2 - (In Z)2 + 2f(z-I), 
-a 1 + eX 

where 

'" f(Z-I) = L n-2(1 + Z-l) - n. 

n=1 

Substituting (20) in (19), we get 

(/3E F )2 = (In(1 + Z»)2 + 2f(Z-I). 

(20) 

(21) 

(22) 

For Z-I_O, one may replacef(z-l) by f(O) = r/6, i.e., 

(In(1 +Z»)2::::;X2 - r/3, (23) 

where x = /3EF. 
The above approximate solution has nearly the same 

structure as the D = 2 solution, i.e., 

(24) 

For higher even-numbered dimensions, one can obtain 
the chemical potential in essentially the same way. It is clear 
that the low-temperature behavior of the chemical potential 
in even-numbered dimensions is quite different from that in 
odd-numbered dimensions. Unlike in odd-numbered dimen­
sions, T = 0 behaves like an essential singular point. 

Finally we note that one may also obtain a formal solu­
tion of ( 4) by a small-z expansion as follows: 

(25) 

One can easily verify that for, e.g., D = 4, the above solution 
corresponds to (22). 

V. CONCLUDING REMARKS 

Using the ideas due to Barker and Blankenbechler, we 
have obtained the chemical potential when dimensions are 
odd numbered. It is given in the form of a low-temperature 
expansion. To the leading order in T, we find that 
f-l(T) >f-l(0) if D = 1, butf-l(T) <f-l(0) if D>3. The differ­
ence arises from the (D - 2) factor in the coefficient of ex­
pansion. Since f-l ( T - 00 ) < 0, the chemical potential in one 
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dimension must begin to develop downward curvature at 
some temperature, say T1, i.e., Jp,(T1)/JT= O. This prob­
ably is a unique feature of the one-dimensional model. 

For even-numbered dimensions, we have shown that the 
behavior of the chemical potential is rather different. It can­
not be given a low-temperature expansion, as for odd-num­
bered dimensions. For D = 2, we have obtained an expres­
sion for the chemical potential in closed form. It is 
surprisingly elementary, but it describes both the high- and 
low-temperature regions in a useful way. For D>4 it does not 
appear possible to obtain a closed form expression. But it 
seems that the solution is built on the structure of the two­
dimensional form. 

The different behavior observed in the chemical poten­
tial of even- and odd-numbered dimensions was also present 
in other physical properties of a free Fermi gas, e.g., the 
susceptibility. 
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A deterministic reversible model dynamic system of infinite interacting particles on a lattice is 
studied. The model is a modification by de Haan of the Kac ring model. The time evolution of 
the statistical states can be described by a hierarchy for the reduced distribution functions. It is 
shown that the system is isomorphic to a Bernoulli shift. The isomorphism is given in terms of 
the infinite process of observation of the states of one particle in a fixed site. The approach to 
equilibrium is studied and time-asymmetric initial states that approach equilibrium are 
constructed. It is shown that these states contain nonvanishing correlations between infinitely 
distant particles. The Bernoulli property allows the construction of a Markovian irreversible 
description of the model, realized by a nonunitary transformation. The action of this 
transformation on the statistical states, the correlations, and the rate of the approach to 
equilibrium is studied. 

I. INTRODUCTION 

Kac has devoted an important part of his book! to study 
the paradoxes of irreversibility. This subject is well-known 
to be very difficult, so he strives for models which illustrate 
different aspects of the irreversibility. Kac explains that the 
monotonic statistical approach of a dynamical system to 
equilibrium with time-increasing entropy is described by the 
so-called "master equation," analogous to the Ehrenfest urn 
stochastic model. The main point is to justify the probabilis­
tic description on the basis of a deterministic dynamical de­
scription, and to examine the kind of probabilistic "ingredi­
ents" which may yield the deterministic description 
identical, in the limit of an infinite number of particles, to the 
master equation. Kac has illustrated these ideas in a simple 
model which can be briefly presented as follows. 

On a circle we consider n equidistant sites, m of which 
are marked. On each site we put a ball which can be either 
white or black. At regular time intervals, each ball is shifted 
to the nearest site at the left, changing its color if and only if 
the site it leaves is marked. The dynamic system is thus de­
scribed by 'TJi and €i' i = l, ... ,n, where 'TJi = + I or - I ac­
cording to the color of the ball in the site i, and €i = - I if 
the site i is marked and + I if not. One may think of the 
marked sites as occupied by heavy particles; the model is 
thus reminiscent of the Ehrenfest "wind in trees" model. A 
microscopic state is represented by a sequence 
!l = ('TJ!,.··,'TJn) and !l(t + I) is given in terms of !l(t) by 

'TJ/(t+ 1) =€i+l'TJi+l(t)· (1.1) 

We denote by S the transformation !l (t) .... !l (t + I) 
= S!l(t). This dynamics is periodic, for the system is finite. 
Now let us consider the statistical states of the system which 
correspond to the probability distributions p on the phase 
space n of the !l's configurations, where p(!l) denotes the 
probability of the configuration !l. An initial state Po(!l) 
evolves under S t by 

( 1.2) 

Note that Ut defined by this relation is the time evolution 
operator of the distribution Po' We take as a "Liouville mea­
sure" the invariant measure P for which all 'TJ i 's are indepen­
dent, equidistributed with P( 'TJi = + I or - I) =!. It is 
clear that this evolution is also periodic and deterministic and 
cannot lead to any monotonic approach to equilibrium. Nev­
ertheless one expects intuitively, as a result of the "colli­
sions" with the € particles, that whatever the initial mean 
density of each color, the initial ensemble will converge as 
t .... 00 in some sense to an ensemble in which there is a mean 
equal number of + 1 and - 1. Evidently Pt (!l) will depend 
on (€i) for t> O. Hence in order to get a stochastic and irre­
versible evolution, Kac, thinking of the "wind in trees" mod­
el, supposes that the particles' €;'s are randomly equidistri­
buted variables with P( €j = - 1) = p. The problem is to 
show that the so-called "coarse-grained" distribution, which 
is the expectation (Pt)(!l) ofpt with respectto €j' which we 
shall denote simply E €Pt' evolves monotonically to the equi­
librium under a closed Markovian semigroup such that E €Pt 
depends only on the initial states and not on the whole past. 
This means that the E€pt evolves under a Markov chain. 
However, the simple coarse-graining at time t does not lead 
generally to such evolution. Then Kac replaces it by a 
coarse-graining repeated after each step, and calls this evolu­
tion the master equation, 

Pt = (E€U1)'po= W'po' (1.3) 

where W is a stochastic matrix transition, that is, 

(1.4) 

with 

( 1.5) 

Then he shows that Pt tends monotonically to equilibrium, 
that is, the expectations of any product of..... ..... ........ with ., '. ·"2 ·'lk 

respect to the probability P-I' Ep- (............. ..... ), tend mono-
r "II. -"2 ., 'k 
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tonically to the vanishing equilibrium value as ke - at and P t 
verifies an Jt" theorem (i.e., a law of entropy increase). 

To justify this new stochastic description, Kac tried to 
show that in the limit n ..... 00, the solution of the irreversible 
master equation may be (weakly) approximated by the solu­
tion of the Liouville equation ( 1.2) only for a restricted class 
of symmetrized coarse-grained initial distributions. This 
means that the irreversible evolution that comes from a pro­
babilistic hypothesis can be justified if it may coincide with 
the deterministic evolution under some limits. It is impor­
tant however to point out that this irreversible evolution of 
the 1] particles comes from the random distribution of the 
surrounding E particles and cannot explain the problem of 
the irreversible approach to equilibrium of the isolated sys­
tems (several authors have studied and further developed 
the Kac model; see for instance Ref. 2). 

Recently, de Haan has given another version, 3 which is a 
system of interacting particles on a lattice evolving under 
deterministic reversible dynamics. He shows that states with 
finite range correlations will go asymptotically in the future 
to the equilibrium state for a system of an infinite number of 
particles. However, the approach to the equilibrium is not 
uniform for all local variables and is very slow. The model 
illustrates some of the problems which are present in the 
reduced distribution functions approach to nonequilibrium 
statistical mechanics, such as the problem of creation of cor­
relations between the particles, which was eluded in the Kac 
model. He also tried to study the problem of the intrinsic 
irreversibility of the system. This signifies the existence of a 
class of statistical states that go to equilibrium in the future 
as t -+ 00 but not in the past as t -+ - 00. This property has 
been put forth and studied by Prigogine and the author in the 
case of unstable dynamical systems.4 It means that for these 
systems the set of all statistical states that go to equilibrium 
in the future is not invariant under the time inversion. The 
difficulties encountered by de Haan in this respect can be 
solved if one may prove the instability of the system. 

Here we again take the study of the time evolution under 
the deterministic dynamics of this model with a different 
approach, in which we start with an infinite number of parti­
cles' description and we seek an equivalence of the dynamics 
with a shift by the well-known technique of symbolic dynam­
ics. If the shift has good ergodic properties, then one may 
easily characterize a class of states approaching the equilibri­
um. We have displayed such symbolic dynamics, allowing us 
to show that the model has' very strong ergodic properties 
(Bernoulli system). This entails several properties: (1) It 
gives some general characterization of the states which ap­
proach the equilibrium. A simple characterization of these 
states in physical terms is not easy. (2) It allows us to con­
struct a class of statistical states that approach the equilibri­
um. (3) It allows us to display a class of time asymmetric 
initial conditions. We show that these states have infinitely 
long range correlations. This result has to be compared with 
a general rule in the kinetic theory of dense gases, where one 
usually postulates that initial states should satisfy a principle 
of spatial damping of correlations between infinitely distant 
particles.5 It appears that this selection rule eliminates states 
which are time asymmetric. 
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The isomorphism with the shift brings out the nonuni­
form nature of the approach to equilibrium, and therefore 
the nonexistence of a relaxation time uniformly for all local 
observables. However, the existence of a time relaxation is an 
important feature of an irreversible description, in addition 
to the monotonic approach to equilibrium. In this model the 
transition to such a description is possible in view of the 
instability of the system. In fact, a stochastic and irreversible 
description has been previously introduced by Misra, Prigo­
gine, and the author for abstract unstable dynamical sys­
tems. (HI Let us qualitatively summarize the main ideas. First 
of all, it is recognized that the phase space of the unstable 
systems is foliated into two families of exponentially con­
verging trajectories and exponentially diverging ones. This 
forces us to consider as indiscernable the first family of phase 
points called the stable manifolds, and to substitute to the 
density Pt a new one, which is in some sense coarse-grained 
with respect to the stable manifolds and denoted Apt. The 
main property of this new density is that it obeys to a closed 
Markovian evolution such that 

AUtp= W~Ap, for t>O, ( 1.6) 

where Wt is a semigroup of Markov processes with an Jt" 
theorem, that is, the functional 

L (Apt) (x)log(Apt) (x)dj.l(x) ( 1.7) 

decreases monotonically to its equilibrium value as t -+ 00 • 

We shall display in this model the meaning of the indis­
cernability of the configurations, and study some of the main 
consequences of the introduction of this transformation. 
First, the A transformation drastically changes the states. As 
an example, we display a class of states with infinitely long 
range correlations that are transformed into states which are 
quasilocal perturbations of equilibrium. Second, it modifies 
the rate of convergence to equilibrium. In other words, there 
exist states slowly and locally converging to equilibrium un­
der the deterministic dynamics, but they converge globally 
and exponentially under the stochastic description. Third, 
the problem of a closed evolution of the one-particle distri­
bution function does not seem to be solved by this transfor­
mation, for as in the deterministic dynamics, there is no cha­
os propagation in the stochastic evolution. However, the 
damping of the correlations, as realized by the transforma­
tion, suggests that this stochastic evolution may be more 
appropriate to obtain kinetic equations under some limits 
than the deterministic descriptions. This point deserves 
some new investigation. 

II. THE KAC-DE HAAN MODEL AND ITS STATISTICAL 
STATES 

A. The infinite version of the Kac-de Haan model 

On the lattice of the non-negative integers N there are 
two species of particles. At each site iEA' there is one particle 
from each kind, the variables 1]i and Ei representing their 
respective states, with each one taking the value + 1 or - 1. 
A microscopic state is represented by x = (1] OEi ), 

i = 0,1, .... The phase space r is the set of all such sequences. 
The transformation S:x(t) -+x(t + 1) = Sx(t) is given by 
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1J; (t + 1) = E; (t)1J; + I (t) , 

E;(t + 1) = 1J;(t) . 
(2.1 ) 

Thus the state at time t + 1 in the site i depends only of the 
state of the right neighboring particles (as in cellular auto­
mata). S is one-to-one and S -I is given by 

1J;( -1) =E/(O), 

Ej ( - 1) = 1J;(O)E;+ I (0) . 
(2.2) 

We take as an equilibrium measure Jl, the distribution in 
which all1J; and E j are independently equidistributed with 
probability!. The measure is uniquely defined by its values 
on the "cylindric sets" 

A (u,.v,) •...• (U •• "..) •• • _AT 

.,....... ' ' 1 <'2 <'"<lnt:::1Y 

where 
A ~ul.v .. ) •... ,(u",vn) 

'., •.•• 1" 

For the sake of simplicity we use the following notations: 

(il, ... ,in ) = i, (ul, ... ,un ) = U , 

{(UI,VI), ... ,(un,vn )} = (u,v) . 

Thus we have 

(2.4 ) 

(2.5) 

We denote by d the (T algebra generated by these sets. 
We show nextthatJl is invariant, i.e.,Jl(S -IA) = Jl(A) 

for any AEd, and that among all the invariant measures of 
S, Jl is the unique one which maximizes the Kolmogorov­
Sinai entropy (the system is the most random in this station­
ary distribution). 

B. Nonequllibrlum statistical states 

A (non eqUilibrium) statistical description of the system 
is given by any probability distribution von (r,d) defined 
as above by its finite-dimensional joint distributions. We de­
note by Y(r,d) the set of all probability measures on 
(r,d). 

A remarkable representation of v can be given in terms 
of the moments of all finite products of E; and 1Jj: letpn (x) be 
the function 

Pn (x) = v(1J(X),E(X») , 
Jl(1J(X),E(X») 

(2.6) 

where v(1J(X),E(X») is the v measure oftheA ~:\'~!.,n contain­
ingxand1J; = 1J;(x),E; =E;(X). ThusPn isafunctionofa 
finite number of ( + 1 or - 1) valued variables. Any func­
tion of such variables, say (ul, ... ,un ) = ~, U; = + lor - 1, 
has the following representation: 

In fact, the space of such functions endowed with the scalar 
product, 
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(2.8) 

has an orthonormal basis given by 1 and u j, .uj, .. 'u j,' l<il 

< i2 < i, <no It follows that 

Ci. = (J,ui.) . 

Thus Pn has the expansion 

Pn (1Jo,EO,· .. ,1Jn,En ) 

= 1 + ~ C j
,,···JI 1J ... '1J. E· .. ·E· • 

~ ' ••... ,Ir '. 'r J. it 
',I 

ik=O, ...• n 

(2.9) 

(2.10) 

In this sum, r and I range from 0 to n. The coefficients C f, 
hereafter called the Fourier coefficients of v, are given by -

Cf = (Pn,1Ji.Ej) 

= L (~)n + 11Ji.El Pn (1Jo,EO, ... ,1Jn,En ) 
'!l.~ 4 

= Ev ( 1Ji.El) . 

(2.11 ) 

(2.12) 

As a consequence, the coefficients C { do not depend on n. The 
correlations can be computed from (2.10): 

v( 1J;1Jj) = l/22( 1 + Cj 1Jj + Cj 1Jj + Cij1Jj1Jj) , 

v(1J;) =!(1 + C;1J;) . (2.13) 

Thus 

g2(1J;,1Jj) = v(1Jj1Jj) - v(1J;)v(1Jj) 

(2.14 ) 

The term g2 ( 1J;, 1Jj) is called the two-particle correlation 
function. 

The high-order correlations of the cluster representa­
tion (see Ref. 9) can be computed similarly. A distribution 
in which all particles are uncorrelated is characterized by the 
condition 

(2.15 ) 

and called a chaos state. 

c. Time evolution of the statistical states 

Analogous to the Liouville equation is the group of 
transformations at acting on a measure v according to 

(atv)(A) =vt(A) =v(S-tA), AEd. ( 2.16) 

We say that a measure v weakly approaches the equilibrium 

for t-.. ± 00 if 
vt(A) ...... Jl(A), t ...... ± 00 (2.17) 

for every cylindric set A. It can be easily shown that 
this is equivalent to the convergence of the moments C~(t) 
[and also equivalent to the convergence of the expectatio-n of 
any continuous functionf(x) on r: 

(2.18 ) 

with the natural product topology on r]. This is a weak and 
local convergence to equilibrium. 

The set of all states that tend to Jl will be called the basin 
of attraction of Jl and denoted Y ( /-L,a t ). 

M. Courbage 1842 



                                                                                                                                    

It is interesting to pursue here the analogy with the non­
equilibrium statistical mechanics to show a non propagation 
of the "chaos," that is, creation of correlations for states 
verifying (2.15). The time evolution of one-particle distribu­
tion function is computed from the definition of S: 

v/+ 1 (1J;) = vIeS -IA ii) 

= v/({x = (u;ovi ): ui + 1 Vi = 1J)) 

= L v/(V;=Ui + l 1Ji'Ui + I ), (2.19) 
U i + I 

Thus the one-particle distribution function at time t depends 
on the two-particle function at time t - 1 and this will prop­
agate to a many-particle distribution function at time t = O. 
(See Ref. 9.) More generally, we have the analog of the 
BBGKY hierarchy, 

v/+ 1 (1Jo,Eo,···,1Jn,En) 

= L V/(Eo,EI,1JO),(EI,E21J1),···,(En,U1J" ),u) . (2.20) 
u 

To verify the nonpropagation of chaos we compute the evo­
lution ofthe Fourier coefficients by using the above formal­
ism (also computed by de Haan directly). From (2.12) it 
comes, 

c1U+1)= LdV/+1(X)1Ji(X)EL(X) 

= L dv,(S-lx)1Ji(x)Ej(X) . (2.21) 

Now, from the evolution law of 1J;'S and E;'S (2.1) we get a 
similar law for any product of them. Inserting this formula in 
(2.21) yields 

C fU + 1) = Ev,(1Ji + 1 (X)1JL (X)Ei (x») 

= C4i + 1)6L ' (2.22) 

where we have taken into account that 1J2 = 1. The symmet­
rical difference between two sets of indices is denoted by a. 
Let us suppose that Vo is a chaos state (2.15). From (2.22) 
we get 

. {Ci, if i = i + 1, (2.23) 
C/(1)= CiCC .~. 1 

j i+I' J,l+ , 

Ci (1)Cj(1) = CiCjC;+ I' 

Thus after one transformation we have nonvanishing corre­
lations only between 1J i and E i + I : 

g2(1Ji = I,Ei + I = 1) = (1/22) (1- C7+ I )C i . (2.24) 

This illustrates the creation of the correlations under the dy­
namical evolution even when the initial state is completely 
uncorrelated and the propagation of the correlations to more 
and more particles. 

Ill. MIXING PROPERTY 

To check the invariance of f..l, we have to show that 

(3.1 ) 

for any k;;,O and n ;;,0. The same argument as in (2.20) yields 
the invariance 
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(s -IA ("o.Eo) •...• (" •• E.» 
f..l k ..... k+n 

_ ~ (A (Eo.E,."o) •...• (E •• U".).(u •. » 

- £.. f..l k ..... k + n.k + n + , 
u= ± 1 

= (!)n+' . (3.2) 

Now we shall realize an isomorphism between S and a Ber­
noulli shift by constructing a generating and independent 
partition 9 = (PO,PI ), that is a partition which verifies, re­
spectively, the properties 

k . 

(i) f..l(Sj,pi, n .. ·nSjkPik ) = II f..l(SJapi), 
a=' 

(ii) V ~ ; S i 9 is the partition of r into points, where 
the product 9 V Q of two partitions 9 and !!2 is the parti­
tion with elements Pi n Qj (for a short presentation see Ref. 7 
and for more details see Ref. 10). 

Let us consider the partition 

9 ={A6- 1'),A6"')}, (3.3) 

where A 6"") = {x: 1Jo(x) = 1J}. We denote Pu = A ~ where 
A ~ stems for A 6u

.·). In whatfollows we identify - 1 with 0 
and thus P _, stems for Po. The symbolic dynamics is asso­
ciated with this partition through the representation of any 
XEr by an infinite sequence tfJ(x) = {un (x)} where un (x) is 
the index ofthe element of 9 containingSn(x). Here tfJ is a 
mapping from r into n = {O, l}z. We denote by ~ any such 
double sequence. Sx is mapped into the shifted sequence ~ 
= {un + ,}, that is, 

tfJSx = utfJx. (3.4) 

Note that u = {1Jo(n)} is in fact the "history" of the states of 
the particle 1J in the site 0 for a given configuration x. In 
general, not any u of n represents such a history for some 
XEr. The main point here is that there is a bijection between r 
and n as shown in the following proposition. 

Proposition 1: LetA ~ be a set of the formA 6~:::~')·····("··E.) 
and a ~ a set of the form S -nA ~·n··· nsn+ 'A ~-.-'. Then 
any A ~ set is identical with a unique at set. Therefore the 
mapping tfJ is one-to-one and :3' is generating. Moreover :3' 
is independent. 

Proof A cell of the form 

(3.5) 

is the set ofxEr such that (SiX)O = U j for i = - n - 1, ... ,n. 

We shall show that for each set A ~ there exists some a~ such 
that 

A~ cat, (3.6) 

and conversely for each a~ there exists some A ~ such that 
a~ CA ~. For this, let us express for each x the double se­
quence U j (x) in terms of1Jj (x) and Ej (x). This follows from 
the laws of motion (2.1) and (2.2). The table at the end of 
this section gives the first elements. It is easy to show by 
induction that U j has the following general form: 

Uk(X) = 1Ji, "'1JjkEj, "'EA 1Jk, 

il<"'<ik<k, 
i, < ... <ik <k, 
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U_k(X) ='1/a, ···'1/a. EI3, ···Ep.Ek _ l , 

a l < ... <ak <k, 

/31 < ... < /3k < k - 1 
(3.8) 

[the second fonnu1a can be deduced from the first by using 
the time inversion (4.18) and (C6) of Appendix C] . 

Now for any xEA~, all '1/o, ••• ,'1/n' Eo, .•• ,En are fixed. Then 
the above fonnulas show that U _ n _ 1, ••• ,Un are also fixed. 
This entails that A ~ is included in some fl. ~ set. Conversely, 
for any xEfl.~, ui = '1/0(SiX ) are fixed for all 
i = - n - 1, ... ,n.1t is clear from (3.7) and (3.8) by induc­
tion that all '1/o, ••• ,'1/n' Eo, ••• ,En are fixed, thus xEA~. This 
proves that fl.~ CA ~. It follows that the sets {An} and {fl.n} 
are identical: Va, 3/3, 

(3.9) 

This shows that f/J is one-to-one from r onto O. 
Thus (!lJ is generating and f/J is an isomorphism between 

(r,d,S,Il) and (O,U,Il). The relation (3.9) implies also 
that 

Il(S -nA ~n n ... nsn+ IA ~-n-I) 

=1l(A~) = (1I2)2(n+l). (3.10) 

This shows that (!lJ is independent and that u is a Bernoulli 
shift. 

This proposition entails that Il is the unique invariant 
measure which maximizes the Kolmogorov-Sinal entropy 
of the (topological) dynamic system S. In fact, as f/J is one-to­
one, it maps the set of all S-invariant measures onto the set of 
all u-invariant measures (where 0 has the natural u-algebra 

C{f of the cylindric sets C~:'''.·.·,·;> = {~= u i , "."u in fixed}) as 
follows: 

(3.11) 

Now if mo is the unique measure which maximizes the KS 
entropy hm (u) then mo f/J maximizes also uniquely h,;, (S), 
for the KS entropy is invariant under f/J, that is, h m (S) 
= h,;, (u). Now it is well-known (see Ref. 10, p. 194) that 
the Bernoulli measure (!,!) is the unique measure which 
maximizes the KS entropy for the shift u and this maximum 
is equal to log 2. 

Remark: This result on the uniqueness of the maximal 
entropy measure [a special case of the Parry theorem (Ref. 
10, p. 194)] also entails the independence ofthe partition (!lJ 

for the measure Il. In fact, one computes directly that hI'- (S) 
is equal to log 2: 

= lim 1 H (vn Si(!lJ) 
(2n+2) I'- -n-1 

(2 1 2) L - Il(A o:~.,u) log Il (A O:~.,n) 
n + U,v 

= lim 
n- 00 

= log 2. (3.12 ) 

Then hp. (u) is also equal to log 2 which implies that,u is the 
Bernoulli measure. 

The isomorphism f/J means that one can equivalently 
represent the configuration x = ('1/i,Ei ) by the whole 
"history" of the particle '1/ at the site 0 when x evolves under 
S. Knowing this history, one is able to reconstruct the com­
plete configuration. For instance, the first elements of this 
dictionary are computed from the definition: 

U_ 5 u_4 U_ 3 u-2 U_ I Uo u l u2 u3 u4 (3.13 ) 
'1/3EoE2E4 '1/0'1/2E3 '1/1 EOE2 '1/0E1 Eo '1/0 Eo'1/1 E1'1/0'1/2 EoE2'1/3 E3'1/0'1/2'1/4 

By solving these equations, one detennines '1/i and Ei in terms of Ui • We have, for instance, 

One shows by induction that more generally '1/i and Ej 

are given by fonnulas of the fonn 

'1/k=U_kUa···UpUk, -k<a<···</3<k, 

- k - 1 < a' < ... < /3' < k - 1 . 

IV. APPROACH TO EQUILIBRIUM AND TIME­
ASYMMETRIC DISTRIBUTIONS 

(3.15 ) 

de Haan has studied the problem of the existence of a 
class of states which will approach the equilibrium, and the 
mechanism of this approach. He shows by using diagram­
matic arguments thatthe subsequence v'n of v" with t n = 2", 
converges to Il as n~ + 00 if the initial state v has finite 
range correlations. By this it is meant that 36> 0 such that if 
(i.?D can be decomposed into two sets (k,k') with 
dist(k,k') > 6, then cf will factorize into c(~) ·c(~'). This is 
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(3.14 ) 

equivalent to the independence of'1/ jJEj when they are sepa­
rated by more than 6 sites. 

The above result is probably true for the sequence v, but 
the proof is not complete. Yet the mechanism ofthe conver­
gence to equilibrium of these states is quite different from the 
mixing. The mixing and the Bernoulli property of the system 
allow us to characterize another class of initial states in the 
basin of attraction of Il. First it follows from the definition of 
the mixing that any initial normalized measure that is abso­
lutely continuous with respect to Il will converge to Il both 
for t ~ 00 and for t ~ - 00. However, this is a restricted class 
of states that describes only quasilocal perturbations with re­
spect to equilibrium. In fact, we shall prove in Appendix A 
that the expectation of any local observable is vanishing at 
infinity. More precisely, we prove the following proposition. 

Proposition 2: If v is given by a density probability p with 
respect tOil [i.e., veAl = fA p(x)dll(X) for any AEd] then 
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C} -0 as Iii + I jl-+ 00, where the symbol I il denotes 
max(il,···,i,) . 

A simple characterization of all the statts of the basin of 
Il is not easy. (See in this respect some characterization given 
in Ref. 11.) Moreover, Sigmund 12 has shown that the basin 
of Il is small and has a bad topological structure in the sense 
that it is contained in a set of first category. 

However, if the system has the K property, then it is 
possible to construct a class of states that is singular with 
respect to Il and that converges to equilibrium as t -+ 00 but 
not for t --+ - 00. This class of states has been introduced and 
studied in Ref. 11. 

The most important property of the above class of states 
is that it may distinguish the basin of Il under S I for t> 0 
from that corresponding to t < O. When these two basins are 
not identical we call the system "intrinsically irreversible.,,7 
The time asymmetry of the system is displayed by the statis­
tical states which tend to equilibrium as t --+ 00 but not for 
t--+ - 00. 

We shall illustrate this class of states in the model. But 
we first give a more general criterion based on the shift prop­
erty of symbolic dynamics. As ¢ is one-to-one, it maps the 
statistical states .Y (r,d') of S onto .Y (n, CtJ) as follows: 

v(c) = V(¢-IC), CECtJ. (4.1) 

We first give a necessary and sufficient condition for the 
convergence of a measure v to equilibrium. Let us expand 
the 'measure of any cylindric set in its Fourier series as ex­
plained in Sec. 11, 

V( C u __ :: .... ,'::.) 

= _1_ (1 + i b,u, + L b .. u,u, + ... ), (4.2) 
22n + 1 _ n I I i<j IJ I J 

where bi> bij, etc., are the expectations of U;,U;Uj ' etc. Then 
the time evolution of v is given for any CEC(! by 

V,(C) = v(u-'C). (4.3) 

The action of the shift on a cylindric set is also a shift, 

u'C~ = C~_I' (4.4) 

and using the definition of b; as the expectation of U;, it 
becomes, 

A ( u - ., .. "u.) __ 1_ (1 + L b ) v c - . u· . 
I - n, .. "n 22n + 1 ; ~ + I ~ 

(4.5) 

Here.£ + t denotes (il + t, ... ,i, + I). Thusanecessarycondi­
tion for the convergence of v, to {t as t --+ ± 00 is that 

lim b; + I = 0, 'if'£ ' (4.6) 
t- ± 00 -

for b;+ I is the expectation ofu; in the state VI' Conversely, if 
(4.6)1s verified, then (4.5) entails the convergenceofvto{t. 
We summarize this in the following. 

Proposition 3: A necessary and sufficient condition for the 
convergence of VI to {t, t --+ ± 00 is that lim,_ ± 00 b; + I = 0, 
for all .£. -

This result is valid for any Bernoulli system. 
Remarks: (1) It is clear that if V is absolutely contin­

uous, then its Fourier coefficients bi. tend to zero as 1.£1-+ 00, 

1845 J. Math. Phys., Vol. 3D, No.8, August 1989 

and then b; + I -+ 0 as t -+ 00. This gives another proof of the 
approach to equilibrium of this class of states. 

(2) The convergence of b; + I to 0 as t -+ 00 should be 
distinguished from the convergence of b; to 0 as 1.£1-+ 00 • This 
can be seen from the two indices' coefficients b;,j: b;+ Ij+ I 

-+0 as t-+ 00 for any i andj, is equivalent to the convergence 
to zero of b;,j when (i,j) goes to infinity along the positive 
direction of any parallel to the first bisectrix. 

This proposition may also be used to generalize the con­
struction of time-asymmetric distributions in the B systems. 
The most general criterion is that b; + I tend to zero for any i as 
t -+ 00 and not as t -+ - 00. Let us recall our explicit construc­
tion for the Bernoulli system (n, CtJ ,ut,Il) (Ref. 7b). 

Let CtJ; be the sub-u-algebra of CtJ generated by the ran­
dom variables {u _ ;,u _; + 1 , ... } (or, equivalently, by C j, 
j> - i) and define d'; by 

d'; = ¢-ICtJ; . (4.7) 

Then clCtJ; = CtJ; + I' C(!; increases to CtJ as i -+ 00 and de­
creases to the u algebra generated by n as i -+ - 00. Let CtJ ;­
be the sub-u-algebra generated by {u _ i-I , .. .}. 

A class of time-asymmetric measures is given by mea­
sures that are absolutely continuous measures when restrict­
ed to some C(!; and singular measures on CtJ;-. As an exam­
ple, let p; be the density of V1'tf, with respect to {t: 

VI'tfj(C) = I p;(W)d{t(W) . (4.8) 

We define the measure Vd by 

Vd (CI XC2 ) = 8a - (CI ) r p(w)d{t(w), (4.9) Jc, 
where CIECtJ;-, C2ECtJ;, and a- is a fixed sequence (u _ i- I 
= a_l,u _ ;-2 = a_2, .. ·)· This is a measure concentrated 

on some dilating fiber of the Bernoulli shift. In other words, 
the measure is defined on the cylindric sets by 

v(cj-m" .. ,j.) 
-m, ...• n 

=8 ''''8 ' v+(cL! ... ,n. ) (4.10) 
a ~ mol _ m a _ i-I'} _ j _ 1 - I. - 1+ 1, ... ,n , 

V+(c) = V1'tfj(C) . 

We shall show that these states have infinite range corre­
lations (that is, nonvanishing correlations between infinitely 
distant particles 1] or E). 

We take in the definition of v d i = O. We first compute 
the relation between the Fourier coefficient of v d and v d, the 
c's , and the b 's, respectively. In general this relation is not 
simple, except for i = 2n and 2 - n, namely 

= 1]2·1]2· _ 21]2· _ 2' .. '1]oE2" - 1 ' 

u_ 2• =1]2·_21]2·_2,···1]oE2n _ 1 . 

( 4.11) 

(4.12) 

The first has been computed by de Haan and the second will 
be shown in Appendix B. Both yield 

(4.13) 

The Fourier coefficients of v d are computed from the defini­
tion in (4.2), 
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and this yields 

bi = ai • !..<O. (4.14 ) 

From (4.11) and (4.12) we get 
2" ~ 1 

C2"~2.2"~2' ..... o =Ev(u~2") =b~2" =a~2"' (4.15) 

Now we compute the correlation between 'Tl and E in the sites 
2n.2n - 1. respectively. and a group of particles distant from 
them by r ~ 1 sites. 

( 4.16) 

where 2;; means that this index is omitted. To see that the 
second term of the right-hand side is vanishing as n -+ 00. we 

show that c~: ~ 1 -+ ° as n -+ 00. In fact. we have from (3.15). 
( 4.13 ). and the definition of the measure that 

2" ~ 1 b . ° . 2n 4 17 c2" = al. ;, ..... 2". l< • 'I < ... <. (. ) 
As n -+ 00. b ;, ..... 2" -+ 0. the absolute value of the correlation 
will approach 1. 

Remark: It comes from the invariance of the states with 
finite correlations under the time inversion that v d does not 
have finite correlations. Let us show this. 

The time inversion I is a one-to-one transformation 
which has the following properties: (i) 12 = 1. (ii) ISII 
=S ~I. (iii) fl(lA) =fl(A) VAE.Q/. 

One can easily verify in the Kac-de Haan model that the 
time inversion corresponds to the permutation of the states 
of the particles 'Tl; and E; in each site: 

I('Tl;.E;) = (E;o'Tl;) . (4.18) 

It is clear that the class of states with finite range correlations 
is invariant under the time inversion. Therefore the state lid' 
concentrated on the dilating fiber given by (4.9). does not 
belong to this class. for its time inverse, which is concentrat­
ed on a contracting fiber. cannot converge to fl. even for tn 
= r. n -+ + 00 (see Ref. 11). 

V. TRANSITION TO IRREVERSIBLE EVOLUTION 

We shall examine in this model the main consequences 
of the transition to the irreversible description under the A 
transformation which is an operator acting on measurable 
bounded functions and defined by 

Ap(x) = L o;E""''p(x). 0;>0. L 0; = 1 • (5.1) 
ieZ 

whereE .cY, is the conditional expectation with respect to.Q/; 

(4.7) (in more physical terms Ed, is the coarse graining 
with respect to some partition formed by the so-called con­
tracting fibers. 7 
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A. The contracting fibers 

A contracting fiber is the family of the configurations x 
with the same Uk (x) for all k> - i. If a distance is defined 
between two configurations by 

d(x.x') = L Iuk(x) - Uk (x')1/2k • 
k 

then one can easily see that the d (x (t) .x' (t) ) will decrease to 
zero as t -+ 00 if x and x' belong to the same contracting fiber. 
For such configurations. the 'Tlo(t) coincide for time t> - i 
so that they do not distinguish the future state of the particle 
'Tl in the origin. 

Here we should note that the partition 'Tlo = ± 1 which 
allows the construction of the contracting fibers may seem 
physically insufficient to justify a loss of discernability 
between the configurations of one fiber. In fact. only future 
states at a unique site are identical for all these configura­
tions. However. one can also generate contracting fibers 
with the future observations of the system at any finite num­
ber of sites. In that case. it is natural to identify this family of 
configurations. 

B. Change of the correlations 

As shown in Ref. 7b. the singular measures constructed 
in Sec. IV may be transformed into absolutely continuous 
measures by A. Thus it comes from Proposition 2 of Sec. IV 
that A may transform states with infinite correlations into 
states with quasi/ocal correlations. That is. A realizes a renor­
malization of the correlations. This is reminiscent to some 
procedures used in the kinetic theory in order to eliminate 
the divergences. However. A does not entail the existence of 
a closed evolution of the one-particle reduced distribution 
function nor the propagation of the chaos under the irrevers­
ible description (we give in Appendix C explicit expressions 
of the evolution of the moments of some local observables in 
the new representation and in Appendix D the form of the 
new hierarchy). 

C. The eigenfunctions of the time operator 

The time operator Tis a self-adjoint operator on L ! (r) 
having a complete set of eigenfunctions I/ln.a corresponding 
to the eigenvalues nEZ and propagated by the dynamical 
evolutions. i.e .• UI I/ln.a = I/ln + I.a. the index a corresponding 
to a countable degeneracy. 

It has been shown in Ref. 7 that the eigenfunctions of T 
for the Bernoulli shift are characterized as follows. 

Denote by X; the functions from n into {± 1} defined 
by 

Xo(~) = uO • 

X;(~) == (U'Xo)(~) = Xo(u~ ;~) = u ~; . 
(5.2) 

Then the products are X;," ·X;. il < ... < ip. form a 
P A A 

complete orthonormal basis of eigenfunctions of T (resp. A) 

corresponding to the eigenvalue ip (resp. ,.l;p). In other 
words. any product U; .•. U; • i 1 < ... < ip. is an eigenfunc-

A A I p 

tion of T (resp. A) for the eigenvalue - i1 (resp. A _;, ): 

Au . "u· = A . u· '''U . (5.3) 
" 'p ~'I', Ip 

It follows from the results of Sec. III. Eqs. (3.7) and (3.8). 

M. Courbage 1846 



                                                                                                                                    

that any such product corresponds to a product of E; and 7Jj 

and vice versa. Thus the local observables coincide with the 
family of the eigenfunctions of the time operator. This allows 
us to give an idea of the change of the moments of these 
observables under A. Letk(iJj) betheeigenvalueofT for the 
eigenfunction 7J1.EL' Then 

C2 == L dv A7J1.EL = Ak (iJD f dv 7J1.EL ' (5.4) 

C~ = Ak ({.DCi . (5.5) 

We have, for instance, by using (4.11), 

C2" = A2"C2" , 

C2".2m = A2m C2".2m, m > n , 

and for any t> 0, 

C2" (t) = A2"C2" (t) . 

(5.6) 

(5.7) 

(5.8) 

These relations, which give the Fourier coefficients of a mea­
sure in the new representation, show that A leads to a renor­
malization of the moments of all local variables. This renor­
malization is, however, time asymmetric. In fact, any 
observable (from L ! ) can be expanded as a superposition of 
the eigenfunctions of T, 

f(x) = i fdJl + "L dn.a tPn.a . 
r n,a 

For n > 0, tPn,a (x) = Un tPO.a (x) = tPo.a (S - nx ) represents 
the past value of the observable tPO.a under the deterministic 
dynamics. The expectation of tPn.a in a state v is damped 
under the transition to v: 

E" (tPn.a) = Ev (AtPn.a) = AnEy (tPn.a) . 

Thus A introduces a monotonic damping of the excess to equi­
librium of the past expectation values of the observables which 
may be interpreted as a loss of memory of the past determinis­
tic evolution. 

D. The rate of the approach to equilibrium 

In the irreversible Kac model, the rate of the approach 
to equilibrium is uniformly exponential. That is, the Fourier 
coefficients in the master equation description decay as 

c1.(t) = e-atc1.(O) , (5.9) 

and the rate of the approach to equilibrium is uniform with 
respect to i: 

IC1.(t) 1<11 ,0, -111~ 

(5.10) 

where a is positive and independent of p. This result holds 
for any initial distribution. 

There is no such strong property in the deterministic 
Kac-de Haan model. First, as said above, the basin of Jl 
under S, is very small and many initial states do not converge 
to any limit. This basin is the same as the basin of Jl under W, 
(as shown in Ref. 11). Moreover, the (weak) approach to 
equilibrium as defined here is not generally uniform with 
respect to the local variables; this means that for any t> 0 
there exist local variables 1]1.EL such that 
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E y , (7J1.EL) - Ep. (7J1.EL) > a . 

This property can be easily checked by using the identity of 
the family of all local variables with the eigenfunctions tP n of 
the time operator. A simple example can thus be construct­
ed: let vbea measure such thatEy(tPn) = a> 0, then for any 
t> 0 we have for the expectation at time t of the variable 

tPn+l' 

Ey,(tPn+,) =Ey(U_,tPn+') = Ey(tPn) =a. (5.11) 

This shows that in the deterministic representation there is no 
uniform approach to equilibrium. One of the most important 
properties of W, is that it entails an L ! monotonic approach 
to equilibrium in the sense that for any initial state v with a 
density ,0 from L!, the density of V" ,0, = W~ Po, ap­
proaches monotonically the uniform distribution, 

02( ,0,) = II ,0, - 1112 ">.0 t-+ 00 , 

and thus, as in (5.10), also uniformly for all local observa­
bles. 

De la Llave13 has studied the rate of decay of 02' He has 
shown that there are initial states such that this global rate is 
slower than any given one, i.e., givenf(t) -+0 as t -+ 00, there 
exist initial states pEL! such that, for any M> 0, 

( 11,0, - llb)!f(t) >M, 

for sufficiently great t. On the other hand, he displayed a 
class of states that decay exponentially with respect to this 
norm. Thus A modifies the nature of the approach to equilib­
rium and also its rate. We now investigate the uniform expo­
nential decay of the expectations of the local variables under 
the usual hypotheses on the coefficients A; (see Ref. 8), that 
is, the sequence A; = h (I) where h (t) = e - ~(t>, with ,p dif­
ferentiable, strictly increasing and convex, and 
,p( - 00) = 0 and,p( + 00 ) = 00. 

Now let us consider a measure v which is transformed 
into square integrable state p. Recall that the local variables 
are the eigenfunctions tPn.a of A corresponding to the eigen­
values An' It comes, 

Iq(t)I<"Llq(t)1
2 

;·L 

n,a 

n.a 

n.a 

(5.12) 
n.a 

where dn•a denotes 

dn.a = Ey(tPn.a) . (5.13) 

We shall show in Appendix E that for any constant k solu­
tion of the equation 

k = ,p'(t) , 
there exists a positive constant A (K) such that 

h(A + t)<A(k)e-Ake- k'. 

In substituting this estimate into (5.12) we get 

M. Courbage 

(5.14) 

(5.15 ) 
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L IOf (t) 12';;;A(k)2e - 2kt L e- 2knldn,a 12. (5.16) 
~L n,a 

We may summarize this result in the following. 
Proposition 4: There exists a positive constant K such that 

for any measure v satisfying the following condition: 

( 5.17) 
n,a 

the transformed states decay uniformly exponentially, that is, 

suplci.-L(tW.;;;II,ot -111 2';;;a(K)e- 2Kt . (5.18) 
;·1 

The condition (5.18) characterizes a class of states which 
are not necessarily coarse-grained as in the work of de la 
Llave. The convergence of the series of the right-hand side is 
however only possible when Idn,a I decays faster than an ex­
ponential as n - - 00. 

From the above calculations it is clear that the coeffi­
cients A. i act as a cutoff onto the contributions of the different 
eigenfunctions of T to P and it comes from (5.17) that the 
uniform and exponential approach to equilibrium results 
from the exponential damping of A to the dn,a for n > 0 and 
the exponential convergence to 0 of these coefficients as 
n- - 00. 

VI. CONCLUDING REMARKS 

The model we have studied represents an infinite lattice 
gas with collision interaction. The mixing and Bernoulli 
properties permit us to characterize a class of nonequilibri­
um statistical states that go to equilibrium. In fact, by using 
the symbolic dynamics techniques, the model becomes 
equivalent to the observation of the history of the microscop­
ic state of one particle in a fixed site, reducing the dynamics 
in this representation to a Bernoulli shift. This permits us to 
study the approach to equilibrium under the mixing. Yet 
there exists another class of initial states which go to equilib­
rium owing to their finite range correlations. These two 
mechanisms seem independent, for there exist states with 
infinite correlations that go to equilibrium under the mixing. 

The A transformation which associates to the determin­
istic dynamics a monotonic irreversible stochastic evolution 
is constructed in terms of the symbolic dynamics. It realizes 
a damping of the past states of the "test" particle at the origin 
to its equilibrium value, thus introducing a renormalization 
of the mean values of all local observables. Namely, it trans­
forms states with infinite correlations into states with quasi­
local correlations. 

We have also seen that A transforms the local approach 
to equilibrium into a global (and eventually exponential) 
approach to equilibrium which is much stronger than the 
first. 

Yet the above study concerns only initial states which 
become absolutely continuous with finite entropy under the 
transformation. This is a very restricted class of states of the 
infinite systems, for wlIich absolutely continuous states are 
quasilocal perturbations to equilibrium. A global divergence 
to equilibrium can be measured by mean observables such as 
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1 00 1 00 _ 

lim - L E,,(1/i) = lim - L Ci· 
n-oo n ;=0 n-oo n i=O 

For absolutely continuous states, this global mean excess to 
equilibrium, as well as the mean density of each kind of parti­
cle, is vanishing, for lim Ci = 0 as i- 00. An interesting 
problem is to consider the approach to eqUilibrium of trans­
lation invariant or periodic states, or more generally, states 
with nonvanishing mean density. 
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APPENDIX A 

We shall prove that if v is absolutely continuous (a. c.) 
w.r.t. Il, then d -0 as Iii + lil- 00, Iii denotes 
max(il,. .. ,i,). -

For the sake of transparency we give the proof only for 
Ci"i,' The same argument extends to the general case. Here 
we recall a Martingale theorem (see e.g., the Appendix of 
Ref. 7b) which states that v is a.c. w.r. t'll if and only if the 
Martingalepn (x) defined by (2.6) converges - LI'I to the 
density P of v. Thus 

c· . = { 1/. 1/. P dll ' .. '2 Jr "'2 r 

= L 1/i, 1/;, (p - Pn )dll + L 1/i,1/;,Pn dll· (Al) 

Now for any E> 0, there is no such that lIP - Pn III < E for any 
n > no. Let us fix such an n. Thus in (AI) the first term is 
bounded by 

IL 1/i,1/i2 (P-Pn)dlll.;;;IIP-Pnlll<E. (A2) 

The remaining term (1/i,1/i"Pn > is vanishing for all (i1,i2) 
such that i l or i2 is sufficiently great, for Pn contains in its 
Fourier expansion only products of 1/k with k < n. Thus for 
all (i1,i2) such that Iii> n, the scalar product of Pn with 
1/;,1/;, is vanishing. As E is arbitrary, it comes that c;,,;, -0 as 
Iii- 00. The same proof works for bi.' 

APPENDIXB 

de Haan has given the following formula similar to 
(4.11) : 

Eo(S2") =Eo(2n) = E2" _ 2 (0)E2" _ 2' .. 'EO(0)1/2" _ I (0). 
(B1 ) 

By using the two properties of the time inversion, 
Ix = I(v,E) = (E,1/) and lSI = S -I, we obtain from (B1), 

-2" 2/1 
U _ 2" =1/0(S x) = Eo(S Ix) 

= 1/2" _ 2 (0)1/2" _ 2' (0)' . '1/0(0)E2" _ I (0). 

This is the desired formula. 
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APPENDIXC 

We shall compute c2n 
(t + 1), c2n (t + 1) and c;: (t + 1) 

in terms of ~ (t). There is no loss of generality in taking 
t=O. 

We first give the evolution law of the moments of 1/.£€,i 

under the stochastic description. We have, from the defini­
tion, 

(Cl ) 

[In what follows, the notation v( f), for any measure v, 
denotes the expectation ofthe functionfw.r.t. v, E,,(/).] 

It comes from the relation U _ ,A = A W, that 

(Av,)( 1/.£€) = v( U _ ,A1/.£€,i) 

(C2) 

As 1/.£€,i is an eigenfunction of A corresponding to some 
eigenvalue Aa, we call it Xa' To compute W, we use the 
spectral form (5.6) of A in Lit 281, 

n n 

Inserting this relation into (C2) it becomes, 

Cf(t) = (AaIAa_t)V(U_tXa) 

= (AaIAa_ t) U,(C{(O»), 

(C3) 

(C4) 

where U,(C7 (0») means that C7 (0) evolves under the deter­
ministic law (2.22). This is the general evolution law for the 
moments in the stochastic description. But in general, the dif­
ficulty lies in the calculation of Aa. This however can be done 
for 1/2n and €2n by writing them as functions of {uJ. In 
(4.13) we found 1/2n = fj _ 2n fj2 n; it corresponds to the 
eigenvalue A2n . Now we compute the symbolic representa­
tion of €2n by using the time inversion, 

€2n(X) =1/2n(IX) = fj_2n(IX)·fj2n(Ix). (C5) 

Here we shall establish the following formula: 

fjn (Ix) = fj _ n _ I (x) for any nEZ. (C6) 

Again using the time inversion, we get 

fjn (Ix) = 1/o(snlx) = 1/o(IS - nx ) = €o(S - nx ). 

But €o(x) = 1/o(S -IX), thus we obtain the desired formula, 

fjn (Ix) = 1/o(S -n-Ix ) = fj -n-I (x) . 

The symbolic expression of €2n comes by substituting (C6) 
into (C5), 

€2n (x) = fj2n -I (x) fj _ 2n _ I (x). (C7) 

Therefore €2n corresponds to the eigenvalue A2n + I . Similar­
lY'€2n1/2n = fj _2nfj2nU _2n_1 fj2n_1 correspondstoA2n + l • 

We finally get the three following formulas: 

C2n
( 1) = (A 2n + II A2n )C2n (0), 

(C8) 
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APPENDIX D 

In order to investigate the new hierarchy, we compute 
the time evolution of the one-particle distribution function 
ofvt : 

v (A (7J,E» 
t+ I 2n 

= (/22)(1 + C2n (t + 1)1/ + C 2n
(t + 1)€ 

+ C;: (t + 1)1/€). (D1) 

To compute C(t + 1) in terms ofC(t), we use (C8) and get 
by substituting into (Dl), 
v (A (7J,E» 

t+ I 2n 

Here the reduced distribution function at time t + 1 depends 
on the three-particle distribution function through 

2n 

C 2n,2n+ I (t). 
This hierarchy is similar to the one of the deterministic 

evolution, 

v (A (7J,E» 
t 2n 

2 [ 2
n 

= (1/2) 1 + C 2n+ I (t)1/ + C2n (t)€ 

2
n 

] + C 2n,2n + I (t)1/€ . 

APPENDIXE 

h(A+t) =e-,p(A+t)<e-k'l'(A) 

if and only if 

g(A,t):= kt - (l(A + t) <logf(A). (El ) 

But, g(A,t) may admit an extremum as a function of t T(A) 
if the following equation has a solution for some constant 
k: 

k - (l'(A + T(A») = O. (E2) 

As <I> is convex, then <1>' is continuous and nondecreasing, 
thus such k exists, is necessarily positive, and 

T(A) + A = <I>'-I(k) :=a(k). (E3) 

In this case, 

g(A,t)<k(a - A) - (l(a(k»):=M(k) - kA. (E4) 

It follows that (El) is satisfied iff(A) verifies the inequality, 

M(k) - U<logf(A), 

and this is equivalent to the condition 
eM(k)e- kAq(A). (E5) 

This condition shows that any such uniform estimate is of the 
exponential type as A tends to - 00. We conclude by this 
result, under the usual hypotheses onto h(t): 

There exist some positive constants k and A (k) such that 

h(A + t)<A(k)e-k'e- Ak. (E6) 

Here, A(k) denotes eM(k). 
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A modified renormalization procedure which may avoid use of bare 
parameters 
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A new renormalization procedure is introduced via a method that assigns finite values to 
divergent expressions in quantum field theory. It is shown that this procedure works at the 
two-loop level in Feynman diagrams with overlapping divergences. Applications to Al/J4 theory 
and quantum electrodynamics are made. Also, the Casimir effect is evaluated. Comparison of 
these results with those from standard renormalization methods proves them to be coincident. 

I. INTRODUCTION 

The need to extract finite, physical, sensible results out 
of ultraviolet divergent expressions occurring in perturba­
tive quantum field theory has led to the devising of several 
renormalization schemes. l

-4 Their purpose is to prove that 
these divergences may be formally absorbed into the param­
eters defining the theory while locality, unitarity, and Lor­
entz invariance are maintained. Whenever the number of 
these parameters is finite, the theory is called renormaliza­
ble. Nonrenormalizable theories lack predictive power in a 
perturbative framework. 

So we see that the "true" theory, that is, the theory that 
gives finite answers, is expressed in terms of divergent bare 
parameters. This is a consequence of the idea from classical 
analysis that convergence and limits are the only acceptable 
way to give meaning to derivatives, sums, and integrals.5 For 
instance, the (finite) value of an integral is defined as the 
limit, whenever it exists, of a sum. Otherwise, if this sum 
does not converge, the integral is said to be infinite or diver­
gent. 

Divergent expressions are handled by means of a regu­
larization technique. They are generalized as functions of a 
regulating parameter that makes them converge. Later on, a 
development in this parameter isolates the divergent terms. 
The finite remnant gives the renormalized expressions. Ex­
amples of regularization procedures are Pauli-Villars', 6 ana­
lytic,7 and dimensional. 8 

The following facts of this standard renormalization 
procedure deserve to be noted. 

(a) Finite results are obtained by reformulating the the­
ory through the introduction of either divergent bare param­
eters or counterterms. 

(b) Regularized expressions sometimes fail to satisfy 
symmetry properties of the original formal expressions. 

(c) The need to carry along the regulating parameter 
lengthens (in general) the calculations. 

So we think that it is legitimate to ask about an alterna­
tive scheme, leading from the original theory directly to re­
normalized expressions. This means to leave aside the un­
physical bare parameters and avoid unnecessary symmetry 
violations. Such a scheme suggests the replacement of the 
usual mathematical methods by other ones, suitably modi­
fied. 

In the present work we introduce, as a candidate for this 
alternative scheme, a technique we name operative continu­
ation (OC). It assigns finite values to divergent integrals by 
means of the extrapolation of recurrence relations valid 
between convergent integrals. The objective of this tech­
nique is the calculation of renormalized expressions from 
those finite values.9 

This paper is organized as follows. In Sec. II we develop 
the OC method by means of some examples. Section III 
shows how this technique works in Feynman diagrams of 
one and two loops (including those with overlapping diver­
gences), and the comparison with the results from the usual 
renormalization procedures is made. We apply the OC 
method to Al/J4 theory and quantum electrodynamics, and 
preservation of gauge invariance is considered. Section IV 
presents calculation of the Casimir effect by the OC method, 
and finally in Sec. V the conclusions are presented. 

II. OPERATIVE CONTINUATION METHOD 

Let us begin with the integral 

F(a) = f: 00 dxf(a,x), (2.1 ) 

where, for the sake of simplicity ,fis a scalar function and a is 
a parameter. The function F(a) is defined when the integral 
(2.1) exists, so that f(a,x) belongs to a restricted class of 
integrands. The set of a values where convergence occurs 
will be called in what follows the convergent region (Rc). 

The idea is to generalize the definition (2.1) to inte­
grands f outside this class and for values of a outside Rc 

(that is, in the divergent region R D ). This means to consider 
integration as a linear functional relation I, I:f--Fbetween 
functions of the parameter a, whether the integral is conver­
gent or not. Operations such as derivation with respect to a 
parameter in the integrand or shifting the integration vari­
able, which are justified on convergent integrals, are defined 
for this functional as usual. Whenever the integral is conver­
gent to a finite value, the functional is assigned this value. 

Let us see now how finite values may be given to diver­
gent integrals. Take a suitable parameter of the integral as an 
index of a sequence of integrals. Then look for another pa­
rameter such that a linear differential operator in this vari­
able acting on those integrals generates a recurrence relation 
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between them. This recurrence relation is valid only in Re , 
and the operative continuation means to extend its validity 
to all values of the parameters. Through these relations, the 
values corresponding to R D are calculated from those in Re . 

Let us see how this can be done in the simple case of the 
function F( a,a), defined by the integral 

F(a,a) == dx x a = _a __ , L
a a+1 

o a+l 
(2.2) 

convergent for a> - 1. We are interested in calculating 
F(a,a) in R D , that is, for a< - 1. In Re , F satisfies the 
recurrence relation 

JF 
- (a,a) = aF(a,a - 1). 
Ja 

(2.3 ) 

The operative continuation means, in this case, to extend the 
validity of (2.3) to every value of a. 

The calculation of F( a,a) in RD also requires derivation 
with respect to the limit a: 

JF 
- (a,a) = aa. (2.4) 
Ja 

Comparing (2.4) with (2.3) we have 

(2.5) 

valid for a < - 1. It is remarkable that one gets an identical 
result by analytic continuation in a, 10 though the procedure 
is more complicated. 

So to evaluate F at a = - 1, we integrate the relation 
(2.5) and get 

F(a, - 1) = In a + In C, 

where C is an integration constant which gives an indeter­
mined reference scale for a. To see why, we make a scale 
change in the integration variable x -AX, with A real. This 
gives rise to a multiplicative group of scale transformations. 
Under it, F(a,a) remains invariant unless a = - 1. In this 
case, the transformation is equivalent to the change C ..... CIA. 
This means that the arbitrariness in the selection of the inte­
gration constant C is equivalent to the arbitrariness in the 
selection of the scale A. Physically, this is linked with the 
arbitrariness in the selection of the unit of measure. So the 
indetermined constant may be considered as an indicator of 
the transformation properties F(a, - 1) has under scale 
changes. 

Following the same steps, the integral between a and 00, 

convergent for a < - 1, is generalized for a> - 1. When 
a = - 1 we get 

roo dx = -In a -In C', 
Ja X 

where C' is another integration constant. 
Finally we arrive at 

G(a) == Loo dx x a = La dx x a + 1
00 

dx x a = 0, (2.6) 

when a# - 1, the same result is obtained by analytic con­
tinuation.lO Note that the integral G( - 1) = In C IC' is in­
variant under the scale group, that is, it has no scale. By 
continuity, it is given the value zero. Similarly, in the n­
dimensional Euclidean space, we find 
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(2.7) 

where On is the solid angle of a spherical hypersurface. 
Due to its applications to the renormalization of the en­

ergy-momentum tensor in systems with boundaries or any 
periodicity condition that produces a discrete spectrum (like 
the Casimir effect, which will be calculated below), it is in­
teresting to evaluate the sum 

00 

F(a,a) == L (k + a)a, 
t. (2.8) 

k=O 

which is convergent for a < - 1 and, by definition, is 
; ( - a ,a) (the generalized; function II ). The usual proce­
dure is to continue it analytically for a> - 1. Let us see how 
we can do the same by operative continuation. Making use of 
Bernoulli polynomials Bn (x) (see Ref. 12) we can write 

taking the corresponding limits 

F(n,a) = 100 

dx Bn (x), n = 0,1, ... , (2.9) 

whose meaning is given as a generalized integral. Using the 
definition (2.8) we get the relation 

JF 
- (a,a) = aF(a - l,a), (2.10) 
Ja 

which is operatively continued to a> - 1. On the other 
hand, derivating (2.9) with respect to a and comparing it 
with (2.10) we get 

F(n,a) = - Bn+ 1 (a)/(n + 1), (2.11) 

so that 

00 Bn+l L kn=F(n,O) = ---, n=0,1,2, ... , (2.12) 
k= I n + 1 

where Bn ==Bn (0) are the Bernoulli numbers. 
We are now going to study a four-dimensional example, 

related to the renormalization of Feynman integrals: 

J (N,D) ==J d 4x {X}N 
[(x - Z)2 + a]D 

=Jd4X {X}N . 
[x2 _ 2x. Z + P ] D 

(2.13 ) 

The symbol S (N,D) constitutes a compact notation for the 
integrals, and {x} N denotes the tensorial product of N fac­
tors x. A contraction between two ofthese factors is written 
as S C(N,D), so the integral S Cn(N,D), with n contrac­
tions, transforms itself as a tensor of order N - 2n. We have 
also p = a +~. These integrals are convergent for 
{U = 4 + N - 2D < 0, and their values for some usual combi­
nations of Nand D are listed in Appendix A. 

For {U < ° we have the recurrence relations 

:a J (N,D)iz = -D f (N,D+ 1), (2.14a) 

:z f (N,D)i p = 2D f (N + I,D+ 1), (2.14b) 
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~~J (N,D) = - 2D(D+ I) J (N + I,D+ 2) 
aa az 

=-- (N,D). a a J 
az aa 

(2.14c) 

Equivalent relations exist for each contraction, with the re­
striction that the integrals must satisfy N>2n. The operative 
continuation implies extending the validity of these relations 
for w>O. The interrelation between the integrals in RD and 
Rc that this extension produces is represented in Fig. 1 for 
the integrals with n = 0,1. 

The calculation of the divergent integrals is based on the 
iterative integration of the relations (2.14a) and (2.14b), 
starting from the convergent ones. As we have seen before, 
each indefinite integration produces an arbitrary constant. 
Whenever the integral is convergent (w < 0), this constant is 
determined by the evaluation of the primitive in the integra­
tion limits. But if w>O, those constants of integration are 
incorporated into the results, and their values are not deter­
mined beforehand. 

In the case of iterative integration with respect to a, the 
integration constants tum out to be a polynomial P", in z of 
degreew [because of (2.14a), the constants can only depend 
on z]. All the same, using (2.14b), the iterative integration 
in z produces undetermined polynomials B", of degree w/2 in 
p. Some results of integrating are shown in the table in Ap­
pendix A. Both modes of integration are combined by means 
of the operative continuation of the condition of compatibili­
ty expressed in (2.14c). This relates the coefficients of both 
polynomials. 

III. APPLICATIONS TO QUANTUM FIELD THEORY 

Now we are going to show how to use the operative 
continuation method in the calculation of divergent Feyn­
man integrals up to the two-loop level including overlapping 
divergences. Application to J.¢4 theory follows, including a 
calculation of the one-loop effective potential. Also we de­
duce the renormalization group equation from finite renor­
malizations and evaluate its coefficients for this interaction. 

N -w 
4 2 0 -~ 

/;3 / 1 
I I I ; 

4 

3 

2 

o 2 3 4 5 o 
FIG. I. Graphic representation ofEqs. (2.l4a) and (2.l4b). The integral 
f(N,D) is represented as a point (.) of coordinates (N,D). The integral 
fC(N,D) is represented by a circle (0). The action of the operator a lazis 
equivalentto a diagonal movement ( /' ), and that corresponding to a I aa as 
a horizontal movement (--+). 
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In addition, we calculate the three divergent diagrams of 
quantum electrodynamics to one-loop order, and take into 
account preservation of gauge invariance. 

A. Calculation of one-loop Feynman integrals 

By means of the change of variables 
k =f.lX, P =f.lz, a2 = f.l2a, and b 2 = f.l2pin (2.13), wheref.l 
is a parameter with dimension of mass, we get an integral 
with dimension f.l"': 

J (N,D)=J d 4k {k}N 
[ (k _ p) 2 + a2 ] D 

=Jd 4k {k}N . (3.1) 
[k 2 _ 2k.p + b 2 ]D 

The new integration polynomial P", (B",) also gets dimen­
sionf.l'" and its argument changes top (b 2). When the theory 
has a mass m, the polynomial coefficients tum into adimen­
sional functions of m/ f.l times powers of m so that P", (p) and 
B", (b 2) are homogeneous functions of degree w in momen­
tum and mass. These considerations are valid for any num­
ber of contractions in the numerator of the integrand. Clear­
ly the convergent integrals (like those in Appendix A) are 
determined, that is, they have no explicit dependence on 
f.l[f.l"'{z}Na2- D= {p}N(a2)2-D]. On the other hand, the 
divergent integrals depend on f.l because the argument of the 
log terms is a/ f.l. So with the arbitrariness in the scale f.l and 
in the integration polynomials, the divergent integrals be­
come undetermined. 

Employing the expressions from Appendix A in terms 
of dimensional variables and Feynman parametrization, 13 

we are able to assign finite values to divergent Feynman inte­
grals. Note that no divergent part must be subtracted so that 
no divergent counterterm must be added to the Lagrangian. 
All the calculations are performed using Feynman rules de­
rived from the original Lagrangian, that is, in terms of the 
finite renormalized parameters. The arbitrariness in the inte­
gration polynomial is fixed, as usual, choosing suitable nor­
malization conditions. 14 The OC values will be compared 
with the finite values we get after subtraction of the diver­
gent parts of the integrals using counterterms by standard 
renormalization procedures. For instance, the method of 
Bogoliubov, Parasiuk, and Hepp (BPH) is based on sub­
tracting from the integrand its Taylor development in the 
external momenta around zero, truncated at order w. So the 
finite part is undetermined by a finite polynomial F(p) of 
degree w (see Ref. 2). Using the values given in Appendix A 
it is easy to check that the OC method gives the same expres­
sions for the renormalized magnitudes up to a finite polyno­
mial, which amounts to a finite renormalization. 

It is also interesting to make the comparison with the 
results of dimensional regularization (DR). This implies 
calculating the integral for convergent values of space di­
mensionality d, continuing it analytically in the complex d 
plane and performing a Laurent development around d = 4. 
To keep the coupling constants dimension fixed. an arbitrary 
constant f.l with dimension of mass must be inserted in the 
rules for calculating Feynman integrals.8 Then renormaliza­
tion implies subtraction of poles by counterterms with arbi-
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trary finite parts, dependent in general on mlJ.L. So we must 
compare the integrals in Appendix A with the finite parts of 
dimensional regularized integrals in which those arbitrary 
finite functions are added. Also, we conclude that they are 
equal up to a finite renormalization. It is easy to check that 
the finite parts of DR integrals satisfy recurrence relations 
like (2.14). 

The DR minimal subtraction (MS) scheme, that is, 
counterterms without finite parts, 15 is equivalent to OC with 
the integration polynomials set equal to zero. In this scheme 
each integral in Appendix A with no contraction is strictly 
equal to the finite part of the DR integral. For those integrals 
with contraction we get the MS values if we also seek invar­
iance under shift in the integration variable. 

B. Two-loop Feynman integrals 

We give now a demonstration that OC assigns finite val­
ues at the two-loop level. It also shows that there is no diffi­
culty in treating diagrams with overlapping divergences. 
The general two-loop integral (cf. Ref. 8), written in terms 
of adimensional variables, has the form 

where A, B, and Care integers. Later on we will see the effect 
of inserting powers of x and y in the numerator of (3.2). 

Now we observe some properties of I ABC (z). By the shift 
x-x - Y + z we may interchange x 2 and (z - x _ y)2 

between the first and the third terms. Similarly, we may in­
terchange y2 and (z - x - y) 2 • So the role ofthe exponents 
A, B, and C is completely equivalent as long as the conver­
gence of integrals is considered. For each pair (AB,BC,AC) 
there is an associated one-loop degree of divergence [e.g., for 
BC, WI = 4 - 2(B + C)]. There is also an overall degree of 
divergence: W 2 = 8 - 2(A + B + C). The integral I ABC is 
convergent when all these w's are less than 0, and there it 
satisfies these recurrence relations: 

J 
-IABC(Z) = -AIA+IBC<Z), 
Ja 

A-B, a-!3, 

A-C, a-y. 
(3.3 ) 

We continue them to RD , that is, where at least one w;;;.O. 
If any of the exponents are equal to zero, the integral 

factorizes into two one-loop integrals. So in the following, A, 
B, and C will be greater than 0. Furthermore, all distinct 
cases are properly taken into account when A;;;.B;;;.C. 

We may write 

IABC(X) =fd4X 1 JBC(z-x), (3.4) 
(x2 + a)A 

where 
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J (z-x) = r(B+ C) t duJd 4 

BC r(B)r(C) Jo y 

uC- I(I- U)B-I 
X , 

[(y _ UZ)2 + £5]B+ C 
(3.5) 

and 

£5 = uy + (1 - u)!3 + u(1 - u)(z - X)2. (3.6) 

We see that JBC - f(O,B + C), and it is convergent unless 
B = C = 1. So let us consider first the case A > 2, B = C = 1: 

IA II (z) = - r t duJ d 4x 1 (In £5 + Po). Jo (x2 + a)A 
(3.7) 

Now using (B4) to express (3.7) in terms of integrals like 
(2.13), and (B5), 

I -2 t d d f 4 (1 - V)A 
All (z) = 7TJo u v d x v 

where 

FA (a) = r[ (2 - Po) J (O,A) - LA (a) ], (3.9) 

and 

€=v(yl(l-u) +!3lu) + (1-v)a+v(l-v)~ 
(3.10) 

has the form VO' + (1 - v)a. The integration on x is conver­
gent and gives 

I (z) = 7T4 t du dv (1 - V)A rCA - 2) 
All Jo v r(A)~-2 

X[I- (€la)A-2] +FA(a). (3.11) 

The term between square brackets goes as v when v - 0, so we 
conclude that (3.11) is finite. 

Now integrating (3.3) for A = 2 we get 

4((1 I-v € I 2I1 (z) = -7T dudv--In-
o v a 

(3.12) 

so that its integrand is also finite as v-O. One more integra­
tion gives 

IIII(Z) = -1T
4{f dUdv[O'(ln€-l) + 1 ~v aln :1 

+ (aI2) (In a - 1) } + FI (a), (3.13) 

and this integral is also finite. 
If we go back to (3.5) we see that if there were a power of 

y in the numerator of JBC' this would have given after inte­
gration a power of uz. All the same, powers of x would have 
given powers of vz. So we conclude that any two-loop inte­
gral is rendered finite by the OC method. 
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C. A.~4 theory 

As we wish to compare the previous results with those of 
DR, we proceed now to apply them to the divergent IPI 
diagrams for the massive scalar field with potential A~4/4!, 
up to order A 2. The perturbative expansions of proper func­
tions r(2) and r(4) have the diagrammatic representation of 
Fig. 2 (see Ref. 16). Let us begin evaluating the tadpole 
(Fig. 3) in Euclidean metrics. Looking at the integral (0, 1 ) 
in Appendix A we get immediately the result 

_.!J d
4
k 1 = _~m2(ln m

2 -I-POI)' 
2 (21T)4 k 2 + m2 32~ J.l2 

(3.14) 

All the same, we may evaluate the fish (Fig. 4) introducing a 
Feynman parameter x and the integral (0,2) 

A
2 J d 4

k 1 1 
2 (21T)4 (p - k)2 + m 2 k 2 + m2 

_ ..1.
2 

{ t d I [m2 + x( 1 - X)p2] + D } 

- 32~ - Jo x n J.l2 A02 . 

(3.15 ) 

At the two-loop level we have the double tadpole (Fig. 5), 

~Jd4/ 1 Jd4q 1 
4(21T)2 [2 + m2 (q2 + m2)2 

A 2 2( m
2 

)( m
2 

) =---m In--l-P03 -In-+P04 , 
10241T4 J.l2 J.l2 

(3.16 ) 

and the setting sun (Fig. 6), in the massless limit: 

A
2 J d 4

/ J d 4
q 1 

6 (21T)4 (21T)4 /2q2(p _ 1 _ q)2 

1 ( A )2 2( p2 9 ) = 12 16~ P In J.l2 - 2: - Pos , (3.17) 

where we have used (3.13) with a = {3 = r = O. These re­
sults are the same that DR gives, up to a finite renormaliza­
tion. 16•17 

Inserting these results in the developments for proper 
functions, we get their renormalized values 

rk2) (p2) = p2[ 1 _ A 2 (In p2 - ~ - Pos)] 
12 J.l2 2 

+m2[1+~(ln:: -I-POI)] 
+ A m2(ln m

2 
_ 1 _ P03)(ln m

2 
- P04), 

4 J.1? J.l2 
(3.18 ) 

+ Q + ... 

x + x=:=:<. + 2 p.rmutations + ... 

FIG. 2. Diagrammatic representation of proper functions. 
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FIG. 3. Tadpole diagram. 

rk4
)(Pe) = -A {I + ~ A [In :: + A (s,t,u) -P02 ]}, 

( 3.19) 

where we have pud =..1. 1 (l6~) and (cf. Ref. 16) 

A(s,t,u) = ~ L {t dx In[1 + x(1-2 X)z]}. (3.20) 
3 z= s,t.u Jo m 

The form of the arbitrary polynomial of rk2
) (p2) is 

Up2 + pm2, that is, two normalization conditions are re­
quired to fix the value of this function. One may require, for 
instance, the conditions that r k2) (p2) has a zero at the phys­
ical mass m} and its derivative has unity value there. 14 

Similarly, the arbitrary constant P02 in rk4
) (Pe) may be 

fixed by the requirement that it equals ( - A. F)' minus the 
physical coupling constant, at a suitable symmetry point in 
momenta space, determined by scale m}. Otherwise we may 
choose the minimal prescription so that J.l instead of either 
m F or any other normalization momentum takes the place of 
dimensional scale. 

D. Effective potential 

The effective potential Ve (~) is a very important con­
cept in field theory. IS In a sense, it is the quantum field po­
tential energy. Also, it can be viewed as the generating func­
tional for IPI graphs with vanishing external momenta. So 
we can calculate it by summing all these graphs and inserting 
a factor ~ (where ~ is a constant average field) for each 
external line. 

We evaluate now the one-loop effective potential of A.~4 
theory. Using either the technique of summing graphsl9 or 
the functional integral approach,20 we arrive at the one-loop 
contribution 

(3.21 ) 

This integral is divergent and we renormalize it via the OC 
method. First we rewrite it in terms of adimensional vari­
ables: 

I(a,{3) = J d 4
x In( 1 + x2 : [3} (3.22) 

where we have put k = J.lx, A.~2 12 = J.l2a , and m2 = J.l2{3. 
Now we note that aI(a,/3)laa = HO,I) with the change 
a -> a + {3. So integrating we have 

FIG. 4. Fish diagram. 
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1 

11 FIG. 5. Double tadpole diagram. 

p 

J(a,{3) = r!(a + p)2[ln(a + {3) 

- ~ - C] + D(a + {3) + E, (3.23 ) 

where C, D, and E are integration constants. 
Turning back to dimensional variables, adding zero­

loop contribution and requiring Ve (0) = a (that is, setting 
normalization), we have at one-loop level 

VIIJ(eft) =~eft4+_1_(~eft2+m2)2 
e 4! 64r2 

X [In( Aeft2 1~2+ m
2 

) - ~ - C ] 

m
4 

( m
2 

3 ) - A 2 - 64r In7-T- C +DTeft. (3.24) 

If we take the m = a as a limit and impose the normali­
zation condition d 2 Ve (eft) I deft2 = a at eft = 0, we get jj = O. 
If we also require d4Ve (eft )ldeft4 = A at eft = M, then the in­
tegration constant C is fixed at 

(
Ml AM2 8 

C J;) = In 2p,z + 3' (3.25) 

so that we obtain the Coleman-Weinberg resule9 

VIl](eft) =~eft4+~eft4(lnL-~). (3.26) 
e 4! 256r M2 6 

E. Renormallzatlon group equation 

As we have seen, the OC method assigns to a divergent 
Feynman integral a finite but undetermined value. For in­
stance, we may add freely to the integral f(N,D) a polyno­
mial P(p) of degree w. This means that the integral turns 
into an equivalence class whose elements have the same 
(convergent) derivative a '" + If(N,D) (here a stands for a I 
ap or a lam). 

Let us consider now those integrals contributing to the 
perturbation development of a proper function rn (p). Each 
choice we make of them gives a renormalization prescription 
for rj;) (p) by fixing its arbitrary polynomial. This prescrip­
tion, in turn, relates to the scale K of momenta at which 
proper functions are equated to the parameters in the La­
grangian. 

The physical results of the theory, being invariant under 

I 

p6£) 
p-q -I 

FIG. 6. Setting sun diagram. 

q 
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transformations between prescriptions, give rise to the re­
normalization group. This group contains the transforma­
tions undergone by the input parameters when the scale K is 
changed. The differential expression of this invariance leads 
to the renormalization group equation. 21 

Note that when all the P", 's are put equal to zero (an 
MS-like prescription), we are left with scale /-L. It may be 
freely multiplied by a real positive number s, so that we get 
another equivalence class: all the dimensional integrals ob­
tained from the same adimensional integral via the rescaling 
we made in (3.1). Invariance of physical theory under the 
scale change It --+ Sit leads to a particularly useful version of 
renormalization group equation (cf. Ref. 22). 

We are going to consider the following Aeft4 theory, so 
that the parameters are the coupling A, the mass m, and the 
scaling z of the field. Invariance under the scale change 
K 1 --+ K2 is expressed by the relation between proper functions 

(3.27) 

where AI = A(K\), m\ = m(K\), and z\ = Z(K\). 
To study the effects ofthis scale change we introduce the 

following parametrization: K\ = Ito, K2 = e'/-Lo=/-L(t). This 
means that the parameters turn into functions of t, and we 
rewrite (3.27) as 

r~n) (p;Ao,mo,lto) = [z(t)] - n/2r~n)(p;A(t),m (t) ,/-L (t»), 
(3.28 ) 

where A(O) = Ao, m(O) = mo, and z(O) = 1. So this in­
variance condition takes the form 

r~n)(o) = [z(t)] -nl2r~n)(t), (3.29) 

from which we deduce the differential condition 

i.{ [z(t)] - n/2r~n) (t)} I = 0, 
at ,=0 

(3.30) 

or 

- - - r~n) (p;A,m,lt) = O. n az] I 
2z at ,=0 

(3.31) 

This is the renormalization group equation deduced from 
finite renormalizations, so that it is suitable to use with the 
OC method as will be shown in what follows. 

Now we define the coefficients of the equation as 

{3( 1 mo)= aA I /\.0' - , 
Ito at '=0 

(3.32a) 

Y (Ao mo)=.l am I 
m '/-Lo - m at ,= 0' 

(3.32b) 

Yd(Ao, mo)=.l azl ' 
Ito 2z at ,= 0 

(3.32c) 

so that we can write 

[i. + {3 ~ + moY m ~ - ny d] r~n) (p;A,m,/-L) = 0, 
at aA am 

(3.33 ) 

where we perform the derivatives with Ao, mo, and /-Lo fixed. 
Using definitions (3.32) we have the developments of the 
parameters up to first order in t: 
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A (t) = ...1.0 + Pt, 
met) = moO + rmt), 

z(t) = 1 + 2rdf, 

J.L(t) = J.Lo( 1 + f). 
In what follows we will employ an MS-like prescription, 

so that the coefficients P, r m' and r d will depend only on ...1.0' 
Moreover, they will have perturbative developments in pow­
ers of ...1.0' We will evaluate the lowest-order terms in these 
developments employing (3.33) recursively in perturbation 
order and introducing expressions (3.18) and (3.19). We 
begin evaluating rm; it has a first-order contribution r!.!J 
which satisfies (where [1] means first perturbative order) 

ar(2) [1] ar(2)[OJ ---::- + m2 r[IJ = O. (3.34) 
a In J.L2 0 m am2 

We omit rd andp terms in (3.34) because their first signifi­
cant contribution appears at order 2, as one realizes just 
looking at (3.18) and (3.19), respectively (they will be eval­
uated below). So we get 

r!.!J = Ao/2. (3.35) 

The coefficient r d may be evaluated to order 2 in the 
massless limit of (3.18); we have 

(3.36) 

and 

r~2J = A ~/12. (3.37) 

Finally we get P from 
ar(4)[2J ar(4)[IJ 

2 +P [2J = 0, 
a In J.L2 aA 

(3.38) 

so that 

P [2J = 3AoAo. (3.39) 

It is interesting to verify that the values of the coeffi­
cients (3.35), (3.37), and (3.39), calculated by means of the 
finite renormalization group equation (3.33) and employing 
OC Feynman integrals, coincide with those calculated from 
the infinite renormalization group equation, employing in­
variance of bare parameters (bare theory gives finite results) 
under a change of renormalization scale.23 

F. Quantum electrodynamics 

We now apply the OC method to a higher spin theory, 
more specifically to the three serious primitively divergent 
one-loop graphs of quantum electrodynamics13

: the vacuum 
polarization (Fig. 7-we are following conventions of Ref. 
14), 

p 

p-k 

FIG. 7. Vacuum polarization diagram. 
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(jjP'T(k) = - ( - ie)2 f d
4
p Tr(yP i 

(21T)4 jJ - m + iE 

X1' i ). 
jJ-l- m +iE ' 

(3.40) 

the electron propagator (Fig. 8), 

~( ) - .( ')2 f d
4
k - igpu ., P - - I - Ie --

(21T)4 k 2 + iE 

XyP i 1" 
jJ-l-m +iE ' 

(3.41) 

and the vertex function (Fig. 9), 

r ( ') ( ')2 f d
4
k - igpu "p p. p,p = -Ie -(2 4 k2 -2 . r 

1T) - m + IE 

i i 
X I.' t.. • rp' I. t.. • 1', 

I' - ~ - m + IE I' - ~ - m + IE 
(3.42) 

where iii is a small mass given to the photon to prevent in­
frared divergences. Also we take Feynman gauge in the pho­
ton propagator. 14 The y's are Dirac matrices, andgp.y = diag 
(1, - 1, - 1, - 1). For simplicity we omit, from now on, 
tensor indices. 

Let us turn now to (3.40). Performing the trace and 
taking into account the properties of r matrices, we get 

(jj(k) = ; f dx f d 4p 

(p2 _ p'k - m2)g - pV (p - k) 
X [(p-Xk)2- (m2_xO_x)k2)]2' 

(3.43) 

which may be written in the notation of (3.1) as 

(jj(k) = ; f dx{g[f C(2,2) - kJ 0,2) - m2 f (0,2) ] 

-2 f(2,2) +kV f(1,2)}, (3.44) 

where a is the fine-structure constant and we use the nota­
tion (aV b)p.y = 2a[p.byJ . Now replacing the values of Ap­
pendix A in (3.44), and using an MS-like evaluation of poly­
nomials, 

(jj(k) = ~(k 2g _ kk) {2(1 + 2m
2

) 
31T k 2 

(3.45) 

where k 2 < 4m2
• We see that this expression satisfies trans­

versality (k'(jj = 0). 
Next consider the propagator (3.41) 

.. 
p p-k 

FIG. 8. Electron propagator diagram. 
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p' 

p 
FIG. 9. Vertex function diagram. 

~(p) = - ;~ f dX[ (2m - p) f (0,2) + f (1,2) ]. 

(3.46) 

where the slash in f(1,2) means contracting the integral 
with y. Again, replacing the OC values and performing the x 
integrations we get 

~(p) = ~{2m[ m2p~ p2 In( 1 _ ~22)] 

(3.47) 

where p2 < m2. 
Finally, the vertex function (3.42) has the form 

r(p,p') = - ~ t dx rx dy f d 4k N(~,P') 3' 

21T' Jo Jo [Z(p,p ;x,y)] 
(3.48 ) 

and restricting to on-shell values ofp andp', r is to be con­
sidered as sandwiched between Dirac spinors, so that 

N = 4[y(p' - k)' (p - k) 

- !k 2y + (p' + P - k) l - mk ] . 

We may write 

fd4k~ Z3 

= 4{YP"P f(O,3) - y(p' + p) -I0,3) - m fo,3) 

+ (P+P')f(1,3) + ~ y f G(2,3) - f et,3)}. 

Integrating over x and y parameters and taking the lowest 
order in mlm, we get 

r(p,p') =y : [(In : + 1)(OcothO-l) 

rBI2 

- 2 coth 0 Jo d¢ ¢ tanh ¢ 

_ i. tanh i. + ~(1 -In m2)] 
4 2 4 f.L2 

i a 0 
+ 2m (T"q 21T sinh 0 ' 

(3.49) 
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where we have used the Gordon identity l6 with (T = (il 
2) [y,y] andputq21m2 = - 4 sinh2(O 12). Wenotethatthe 
values of these three integrals evaluated by the OC method 
coincide with those corresponding to standard renormaliza­
tion procedures, up to a finite renormalization. 

We also recall that the Green's functions of a gauge­
invariant theory satisfy the Ward-Takahashi identities. The 
operations required to verify these identities are vector mani­
pulations, partial fractioning of the product of two propaga­
tors, and shift of the integration variables. 24 All of these are 
allowed in OC integrals. Otherwise, as the OC method does 
not require leaving d = 4, Ward-Takahashi identities with 
objects like Y5 are preserved after renormalization. Using 
(2.7), massless tadpoles vanish without recourse to ad hoc 
modifications of Gaussian integrals, as required by DR. 25 So 
we think that OC is a suitable alternative method for renor­
malization of Abelian and non-Abelian gauge theories. 

IV. THE CASIMIR EFFECT 

Another problem where renormalization must be car­
ried out to get rid of divergences is known as vacuum polar­
ization.26 Here we will consider how the insertion ofboun­
daries in space-time (that is, a change of topology) affects 
the vacuum expectation value of the energy-momentum ten­
sor. More specifically, we will show how to evaluate the Ca­
simir effect27 by the OC method. 

The relevant field in the Casimir effect is the electro­
magnetic field, and the manifold involved is the plane-paral­
lel slab between two perfect conducting surfaces. 

Consider first the vacuum state 10) of Minkowski un­
bounded space-time, the standard vacuum of particle phys­
ics. The expectation value of the energy-momentum tensor 
in this vacuum (01 PWIO) diverges and so must be renormal­
ized subtracting this divergence. The arbitrariness in this 
procedure is fixed if we require 

(01 TJ.LVIO) R = 0. (4.1 ) 

This subtraction corresponds to ignoring the zero-point en­
ergy offield oscillators, that is, normal ordering offield oper­
ators. The Minkowski vaccum serves as a standard against 
which all other vacua, whenever possible, are to be com­
pared. 

Let us consider now the slab manifold where we intro­
duce coordinates xJ.L, f.L = 0,1,2,3, oriented so that the x 3 axis 
is perpendicular to the plane of the conductors. The vacuum 
state of this quantum system will be denoted lOa)' By sym­
metry considerations it is clear that (Oa I TJ.LVIOa) must be 
diagonal and independent of xo, Xl, and x 2

• Moreover, be­
cause a perfect conductor remains a perfect conductor in any 
state of motion parallel to its surface, (Oa I TJ.LVIOa) must be 
invariant under Lorentz transformations that correspond to 
boosts parallel to the (X I ,X2 ) plane. This means that the first 
three rows and columns of (Oa I TJ.LVIOa) must be proportion­
al to the metric tensor of a (2 + 1) -dimensional Minkowski 
space, namely diag(1, - 1, - 1). If to this inference one 
adds the observation that T J.L J.L = 0 in the case of the electro­
magnetic field, one concludes that (Oa I TJ.LVIOa) has the form 

(OaITllvIOa) =j(a)diag( - 1,1,1- 3). (4.2) 
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The form of the functionj(a) may be determined by 
considering the work required to separate the conductors 
adiabatically. One obtains26 

j(a)=Ala4
, (4.3) 

where A is some universal constant. The form of (4.3) may 
also be inferred by dimensional analysis. The only combina­
tion in which fI, c, and a can be united to yield an energy 
density is flela4

• So we may put A = afle, where a is a nu­
merical constant whose evaluation requires explicit calcula­
tion of the density of energy - j(a). We verify that (4.3) 
satisfies the renormalization condition (4.1) in the limit 
a ..... 00, that is, for unbounded Minkowski space. 

For convenience we will calculate, instead of the density 
of energy, the total energy of the oscillators in the ground 
state inside a finite volume consisting of a rectangular box of 
transversal dimension L much larger than a (the perpendic­
ular dimension). Then we divide the value of the energy by 
the box volume L 2a. 

The only modes contributing to the sum ~fuua 12 are the 
transversal ones. Due to perfect conductor boundary condi­
tions (E perpendicular and B parallel to the surface), modes 
are required to vanish on the surfaces. This implies that if a 
component k3 is different from zero, it can take only the 
discrete values k3 = ntrla (n = 1,2, ... ), and there are two 
states of polarization. Otherwise, for a vanishing k3' only one 
mode survives. As we take L ~ a, the sums over the compo­
nents parallel to the surfaces kll are replaced by integrals. 

So the ground-state energy of the system is 

Eo = L ~fuua = fie L Ikal 
a 2 2 a 

_ fie L2f d
2
k ll [Ik I 

- 2 (217")2 II 

+ 2 ntl (q + n::ry12] 
fleL 2 00 roo ( n2~)1/2 

417" n=~ 00 Jo dkll kll kit + 7 (4.4) 

This integral diverges, so to renormalize Eo we evaluate it by 
OC employing a result analogous to (2.5) and replacing it in 
(4.4) : 

Eo = - ~ flcL 2 2 f n3• 

12 a3 
n= 1 

This sum is also divergent, and we evaluate it using the result 
(2.12), 

so that we get 

-j(a) = Eo = 
L 2a 

(4.5) 

This determines the value of a as ~ 1720 for the electromag­
netic field, and coincides with the Casimir result as evaluated 
by other methods.28 Other fields or boundary conditions im­
ply a different numeric coefficient. 

As we may appreciate, the OC method gives in this case 
the physical renormalization condition 
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lim (Oa I P"'IOa) R = O. 
a- 00 

This is linked to the fact that the density of energy in the 
Minkowski space vacuum of the electromagnetic field is 

€-2f d
3
k flek 

- (217")3 2 ' 

and this scaleless integral vanishes due to (2.6). 

V. CONCLUSIONS 

The calculations of Secs. III and IV show that (at least 
in those cases) the OC method gives the same values for the 
renormalized quantities as the other standard procedures. 
No previous regularization was required, and only finite re­
normalizations had to be taken into account. Also, we found 
that the calculations get much simpler. 

As we have seen, OC renormalization introduces a mass 
scale like any other method. This breaks symmetries related 
to absence of scale for massless fields. Otherwise, no addi­
tional deformation of the theory seems to be introduced. In­
variance of the physical theory under scale changes leads to a 
finite renormalization group equation, as was shown in Sec. 
III E. 

To qualify as a consistent renormalization scheme, OC 
should be shown to assign finite values to Feynman integrals 
of arbitrary perturbative order. In Sec. III B we have shown 
that this is possible for two-loop integrals. The proof requires 
one-loop results. This suggests that OC values for integrals 
of arbitrary perturbative order may be obtained by inserting 
the results for a given order in the next one. In forthcoming 
papers we will explore the possibility that OC satisfies a re­
cursive, BPH-like scheme. Also, we will extend OC applica­
tions to supersymmetry and quantum field theory in curved 
space-time. 
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APPENDIX A: CONVERGENT AND DIVERGENT 
INTEGRALS 

We list now the value of integrals (2.13) for some con­
vergent combinations of Nand D (we use the Euclidean 
metric): 

f (OD) =~ r(D- 2) 
, a D - 2 r(D) , 

f (1 D) = ~ r(D - 2) z 
, a D - 2 r(D) , 

f (2 D) ~ r(D - 2) [ a ] 
, = a D - 2 r(D) ZZ+ 2(D- 3) g , 

f C(2D) =~ r(D-2) [r+~]. 
, a D - 2 r(D) D-3 
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In the table below we show the values that the OC meth­
od assigns to several divergent integrals offrequent use. We 
employ integration of (2.14a) and integration constant 
subindices show their degree in z: 

f (0,2) = r( -In a + Po), 

f (0,1) =r[a(lna-l-Po) +Pd, 

f (1,2) =r( -lna+P~)z, 

f (1,1) =r[a(lna-l-P~) +P2]z, 

f (2,3) = r[ ;: + g ( - ! In a + Qb')] , 

f (2,2) =r{zz( -lna+Pb') 

+ g[ ~ (In a-I - 4Q b') + P; ]} , 

f C(2,3) =r(:a -lna+pg), 

f C(2,2) =r[ -~lna+a(lna-l-pg) 

+pn· 

APPENDIX B: CALCULATIONS FOR SEC. III B 

We are interested in writing a term like In alb I-' as an 
integral over Feynman parameters. So we begin by calculat­
ing the integral 

G(e)=t dx (1-X)I-'-I[ 1 -1] (Bl) 
Jo x (1 + ex)1-' 

by expanding (1 + ex) - I-' in powers of ex: 

G(e) = I r(1 - ,u) 
k= I r(k + 1)r(1 -,u - k) 

= I sin 1T(,u + k) ek, 
k = I k sin 1T,u 

r(,u)r(k) ek 

r(,u + k) 

(B2) 

where we have employed the reflection formula for the r 
functions. 12 The limit of G(e) for the,u integer is 

G(e) = -In(1 + e). (B3) 

So by the replacement e = (a - b)lb we get 

In a = _ t dx (1 - X)I-'-I (~ __ 1_) + In b , 
bl-' Jo x zI1- bl-' bl-' 

(B4) 

wherez = xa + (1 - x)b. 
Now we see from the last term of (B4) that we will need 

integrals of the form 

LA (a) =f d 4x In(x2 + a) (BS) 
(x2 + a)A 

We may write 
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(B6) 

and get, for A > 2, 

L (a) = r 
A (A-2)(A-1)aA - 2 

X(lna+_1_+_1_) . 
A-2 A-I 

(B7) 

Furthermore, these integrals satisfy, for A> 2, the recur­
rence relation 

J 
-LA (a) = -ALA+ I (a). 
Ja 

So by the OC method we get the values 

(B8) 

L 2 (a) = - (r/2) (ln2 a + In a + C), (B9) 

L1(a) = (r/2)[a(ln2 a + In a-I + C) + D]. 
(BlO) 
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Two classes of spherically symmetric solutions to the empty space Einstein equations in even 
dimensions are presented. The solutions are constructed as radial extensions of circle bundles 
over a compact homogeneous Kahler manifold M. Type B solutions can be turned into higher­
dimensional Kaluza-Klein monopoles. Both the Gross-Perry-Sorkin solution and the Bais­
Batenburg solutions are contained as special cases of the general solutions. 

I. INTRODUCTION 

The discovery of self-dual instanton solutions in Ein­
stein's theory of gravitation 1 has recently stimulated a great 
deal of interest in monopole solutions of Kaluza-Klein theo­
ry. The aim of the so-called Kaluza-Klein theories is to unify 
the ordinary gauge theories with gravity in a purely geomet­
ric way. 2 One postulates the existence of extra dimensions of 
space-time and interprets gauge transformations as general­
ized rotations taking place within these extra dimensions. 
Kaluza-Klein theories contain topological solitons which 
can be identified as magnetic monopoles. 3 An extensive list­
ing of the general solutions has been made.4 We have shown 
the monopole solutions in ( 4 + k) -dimensional Abelian the­
ories, which are dependent on the y coordinate of extra di­
mensions, and the average field strength is defined on the 
point of four-dimensional space-time.5 

The first examples of asymptotically locally Euclidean 
metrics were the self-dual solutions given by Eguchi and 
Hanson. 1.6 Very general classes of four-dimensional mani­
folds which could admit self-dual asymptotically locally Eu­
clidean metrics have been identified.7 Bais and Batenburg8 

have suggested a new class of instanton solutions to Euclid­
ean space Einstein equations in even dimensions. These in­
stantons can be turned into higher-dimensional Kaluza­
Klein monopoles by adding the time coordinate in a trivial 
way. 

The aim of this paper is to extend the Taub-NUT solu­
tion and the Gross-Perry-Sorkin solution to the higher-di­
mensional ones. We present two classes of spherically sym­
metric solutions in (2n + 2)-dimensional Euclidean space. 
We also show a new class of generalized monopole solutions 
in Kaluza-Klein theory. Both the Gross-Perry-Sorkin solu­
tion and the Bais-Batenburg solutions are contained as spe­
cial cases of the general solutions. 

This paper is organized as follows. In Sec. II we recall 
some basic properties of the circle bundles over the Kahler 
manifold, while in Secs. III and IV the spherically symmet­
ric solutions in (2n + 2~-dimensional space are studied. A 
new class of monopole solutions is discussed in Sec. V. 

.) Mailing address. 

II. CIRCLE BUNDLES OVER KAHLER MANIFOLDS 

We recall some of the basic properties of the circle bun­
dles over the Kahler manifold. Let us consider a Hermitian 
metric on M given by 

(2.1 ) 

where gab is a Hermitian matrix. One can define the Kahler 
form 

K = igab dz" Adib
• 

Then 

(2.2) 

K = -lgabdza Adi> = igba di> AU = K (2.3) 

is a real two-form. A metric is said to be a Kahler metric if 
dK = 0, i.e., the Kahler form is closed. Then M is a Kahler 
manifold if it admits a Kahler metric. It is easy to see that 
dK = ° is equivalent to 

(2.4) 

Since gab is a Hermitian matrix, the only surviving connec­
tion coefficients are therefore r a be and r~c' If K is not exact 
it implies the existence of a nontrivial solution to the source­
free Maxwell equations on the Kahler manifold, with the 
field strength Fab = 2igab ; this follows from the observation 
that K is a harmonic form, i.e., 

dK=O, oK=O. (2.5) 

The Ricci curvature Rab = R eaeb + R cacb ' etc., takes a 
particularly simple form 

Rab = - aaCh lnv'detg. (2.6) 

For a compact, homogeneous Kahler manifold, one has in 
addition that 

(2.7) 

where the coefficient c is some positive constant depending 
on the size of the manifold. Borel9 proved that the compact 
homogeneous Kahler manifolds are of a type G / H, where G 
is a compact semisimple Lie group and H the centralizer of a 
torus in G. Given G, these may be obtained from a sequence 
of maximal embeddings Hi XU; eH (i = 1, ... ,rank G; 
Ho = G). The Kahler manifolds are then the quotient spaces 
M (i) = G / U 11) X ... X U Ii). The second Betti number for 
the manifold Mis b2 (M(i» = i, implying that the second 
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cohomology group HZ(M,Z) has at least i generators. As 
will become clear later, this is basically the topological crite­
rion for the existence of Abelian Kaluza-Klein monopoles, 
where M corresponds to the spatial boundary of the space­
time (base) manifold. The lowest nontrivial bundle E over 
such M is the manifold 

E=G/Hj , (2.8) 

with typical fiber U ~ \) X ... X U ~i). Trautman 10 has shown 
the Riemannian structure on the bundle E (i = I case). Giv­
en a connection w on the bundle, w = dy + A, where y 
(O..;y < 217') is the coordinate along the fiber and A a one­
form on M related to the Kahler form K = F = dA (locally), 
a natural metric is given by 

dsi =dS~ +Bz(w®w), (2.9) 

where B Z is some positive function on M. 

III. THE SPHERICALLY SYMMETRIC SOLUTION IN 
(2n+2)-DIMENSIONAL SPACE: TYPE A 

The aim of this section and the next section is to study 
the spherically symmetric solutions in arbitrary even-dimen­
sional space. We consider a (2n + 2)-dimensional space, 
where the signature ofthe metricgi<v is ( + + ... + ), and 
the caret denotes a coordinate xi< = (r,z", Z",y) , a = 1, ... , n 
and O..;y < 217'. The general solutions are described as radial 
extensions of circle bundles over a compact homogeneous 
Kahler manifold M. The starting metric is the radial exten­
sion ofEq. (2.9). 

dSz=Dzdr+CzdS~+B2(w®w), (3.1) 

where D, B, and C are functions of r only. Within this ansatz, 
one can find the following Ricci tensors: 

Z[ (C')' 1 (B')' 1 ] Rrr = D - 2n D DC - D DB' (3.2) 

2[ (B')' 1 B' C' 
Ryy = B - D DB - 2n DB DC 

1 B2(F Fab F FOb)] +--4 ab + ub , 
4 C 

(3.3 ) 

R - = C 2 ~ - - - + - (2n - 1) { 4g - [(C')' 1 (C')2 
ab C Z D DC DC 

(3.4 ) 

where 

Fab = 2igab • (3.5) 

The Einstein equations for the metric (3.1) are 

2n- -+ - -=0 (C')' 1 (B')' 1 
D DC D DB ' 

(3.6) 

2n(~_~£)_(~)'_1 =0, 
C 4 DBDC D DB 

(3.7) 

(3.8) 

where we have chosen the constant c in Eq. (2.7) equal to 4. 
To arrive at these equations the Kahler property is essential. 
From the sum of Eqs. (3.6) and (3.7) one gets 

(DB)z + [C" - [(DB)'/DB]C']C 3 = O. (3.9) 

To find the type A solution, we may choose 

DB = qe- ar, 

and set 

C(r) =/(r)e- (112)ar, 

(3.10) 

(3.11 ) 

where q and a are some constants and we take a> O. Equa­
tion (3.9) then reduces to 

[f" - (a2/4)N3 +qz=0. (3.12) 

This equation can be solved explicitly. If q2 > b 2/aZ
, we have 

a type AI solution, 

/2(r) = - q2 - -2 smh[a(r + d)] - -2' (3.13) 2P-2. 2b 
a a a 

If q2 < b Z / a2
, we have a type All solution, 

/2(r) =- -Z _q2 cosh[a(r+d)] --Z .(3.14) 2~2 2b 
a a a 

If qZ = b Z / a2, we have a type AlII solution, 

(3.15 ) 

where band d are constants of integration. 
Substituting one of the equations, (3.13)-(3.15), into 

Eq. (3.8), one obtains the following equation for D(r): 

per) + Q(r)(D'/D) - R(r)D 2 = 0, (3.16) 

where 

per) = 2nqZ (2n - 1 )b _ (2n + 1 )af' 
/4 + /Z / 

(2n + l)a2 

+ 2 ' 

Q(r) = a - 2f'/J, (3.17 ) 

R (r) = 4ear//Z
• 

Equation (3.16) can be solved explicitly: for type AI, 

D 2- -3ar( ~q2-b2/a2cosh[a(r+d)] )-I( J)-I. -e a- a- I , 

(l/a)~q2 - b 2/a2 sinh[a(r + d)] - b /az 
(3.18 ) 

for type All, 
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D
2 -3ar( ~b2/a2-q2sinh[a(r+d)] )-I( J )-1. 
=e a- a- II , 

(l/a)~b2/a2-(j cosh[a(r+d)] _b/a2 
(3.19) 

for type AlII, 

D2=~-3ar[l_ 1 ]-\a-J )-1; 
a 1 - (2b / a2 ) e - a( r + d) III 

(3.20) 

where a and d are integral constants, and 

(3.21 ) 

(3.22) 

J = _e_ e-a(r+d) _!!...- . 2b 2ad[ 2 ]2 
III a3q2 2b 

(3.23) 

It is fortunate that the type AI solutions (3.13), (3.18) and (3.10), (3.11) are consistent with the remaining one in the 
equation system (3.6)-(3.8). Similarly, types All and AlII solutions are also self-consistent. It could be seen from Eqs. 
(3.10) and (3.11), (3.13)-(3.15), and (3.18)-(3.20) that as r goes to infinity, both Band D approach zero while C 
approaches a constant (in the case of a:;60). So there is no problem of regularity in these solutions. 

Next, we will show that the Taub-NUTsolution is contained as a special case of the type All solutions. In the n = 1 case, 
we have the following asymptotic expansions of the parameter: 

C 2=b[(r+d)2- ::]-abr[(r+d)2- ::] 

D 2 = ~ r + q/ b + d [1 + a(!L _ 2b - 3r) + ... ]. 
4 r- q/b +d b 

If a ..... 0 and we take the parameters b = 1 and d = 0, we find 

D 2=!(r+q)/(r-q), C 2=r_q2, DB=q, 
(3.26 ) 

where the parameter q can take any real value, which is ex­
actly the self-dual Taub-NUT solution in four dimensions. 
In general, the Bais-Batenburg solutions8 are the particular 
cases in which the parameter a is zero. 

IV. THE SPHERICALLY SYMMETRIC SOLUTION IN 
(2n+2)-DIMENSIONAL SPACE: TYPE B 

To find the type B solutions, we may choose 

DB=q/(ar+b)2, (4.1) 

and set 

C 2(r) =F(r)/(ar + b)2. (4.2) 

Then Eq. (3.9) is reduced to 

q2 + f" P = 0, (4.3) 

which can be solved explicitly: 

1 2(r) = (l/e)[(r+d)2-e2q2], (4.4) 

where e and d are constants of integration. 
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(3.24) 

(3.25 ) 

Substituting Eq. (4.4) into Eq. (3.8), on obtains the 
following equation for D(r): 

X(r) + Y(r)D'/D-Z(r)D 2 =0, (4.5) 

where 

X(r) = 2nq2 + (2n + 3)a
2 

+ 2n - 1 _ 2(2n + l)a/, , 
14 (ar+ b)2 eF (ar+ b)1 

Y(r) = 2[a/(ar + b) -/'/1], (4.6) 

Z(r) = 4(ar + b)2/12. 

The solution ofEq. (4.5) is 

D2(r) = F(r) 
(ar + b)2(2n + I) yn(r) 

X [ - 8 r F(s)ds ] - I 

r J.. (as+b)4nyn+l(s)/2 ' 
(4.7) 

where 

F(r) = {Pear + b) [(b - ad) (r + d) + ae2q2]}1- n, 
(4.8) 

in which /3 and r are constants of integration. It is fortunate 
that the solutions (4.4) and (4.7) are consistent with the 
remaining one in the equation system (3.6)-(3.8). As r goes 
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to infinity, D approaches zero while both Band C approach a 
constant (in the case of a#O). There is also no problem of 
regularity in these solutions. So here we present the type B 
solution, and the Bais-Batenburg solutions8 are the particu­
lar cases in which the parameter a is zero. 

is a simple example. In the case of integral constant b = ad, 
we choose another integral constant 

V. THE GENERALIZED GROSS-PERRY-SORKIN 
SOLUTION 

Then we have a generalized Gross-Perry-Sorkin solution 

D2(r) = eq2(r + d - eq)/4(ar + b)4(r + d + eq), 
(5.3 ) 

The four-dimensional self-dual Taub--NUT solution 
can be turned into a five-dimensional Kaluza-Klein mono­
pole by adding the time coordinate in a trivial way, which 
was first given by Sorkin and by Gross and Perry? Type A 
and B solutions are clearly a higher-dimensional generaliza­
tion of the self-dual Taub--NUT solution. Indeed, we may 
add the time coordinate in a trivial way so that 

C 2(r) = [(r+ d)2 - e2q2]!e(ar + b)2, (5.4) 

B2(r) = 4(r + d + eq)/e(r + d - eq). (5.5) 

For large r one finds that 

D2(r) -eq2/4(ar + b)4, 

C 2(r)_(r+d)2/e(ar+b)2, B2_4/e. 
(5.6) 

dS 2 = - dt 2 + D2 dr + C2dS~ + B 2(w®w) (5.1) 

describes a magnetic type solution in (2n + 3 )-dimensional 
space-time compactified to some (2n + 2)-dimensional 
space-time. 

It is clear that the asymptotic behavior of the space is 
just a U1 compactification, over some noncom pact space 
with boundary M, where the internal circle has a radius Roo: 

To find explicitly the generalized Gross-Perry-Sorkin 
solution, we should consider a type B solution; the case n = 1 

R:, =B2(oo) =4/e. (5.7) 

In the case of b > ad, we choose 

2 2e(ro + d) r = - - --------'-"--'---'--------::-::--
a2(ad - b)2 a(ad - b) (aro + b) [(ad - b) (ro + d) - ae2q2] 

Then we obtain the second generalized Gross-Perry-Sorkin solution, 

D2- a(b-ad)[(r+d)2-e2q2] 

- 4(ar + b)4{(r + d)2 + e2q2 + [b /a - d - ae2q2/(ad - b) - e](r + d)} , 

C 2 = [(r+d)2_e2q2]!e(ar+b)2, 

B2 = 4q2[(r+ d)2 + e2q2 + (b/a - d - ae2q2/(ad - b) - e)(r+ d)] . 

a(b - ad) [(r + d)2 _ e2q2] 

For large r one finds that 

R:, = 4q2/a(b - ad). 

In the case of b < ad, we choose 

2 2e(ro + d) 
r = a2(ad _ b)2 - a(ad - b) (aro + b) [(ad - b) (ro + d) - ae2q2] . 

Then we find 

D2= a(ad-b)[(r+d)2-e2q2] , 
4(ar + b)4[ (r + d)2 + e2q2 - (d - b /a + ae2q2/(ad - b) - e)(r + d)] 

C 2 = [(r + d)2 - e2q2]!e(ar + b)2, 

B2 = 4q2[(r+ d)2 + e2q2 - (d - b/a + ae2q2/(ad - b) - e)(r+ d)] . 

a(ad - b) [(r + d)2 _ e2q2] 

For large r one finds that 

R:, = 4q2/a (ad - b). 

In the a = 0, b = 1, e = 1, and d = 0 case, from Eqs. (4.1), (4.2), and (4.7) we have 

dS 2 = _ dt 2 +.!. r - q dr + (r _ q2) dS ~ + 4q2 (r + q) (w ® w). 
4 r+q r-q 
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(5.8 ) 

(5.9) 

(5.10) 

(5.11 ) 

(5.12 ) 

(5.13 ) 

(5.14) 

(5.15 ) 

(5.16 ) 

(5.17 ) 

(5.18 ) 
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This is exactly the Kaluza-Klein monopole solution first 
given by Sorkin and by Gross and Perry.3 

Finally, the connection between the topological charges 
and magnetic charges of these solutions shoud be discussed. 
The classical vacuum solution of the five-dimensional Ka­
luza-Klein theory is assumed to beM4XS I, the direct prod­
uct of four-dimensional Minkowski space and the compact 
manifold S I. Any classical field configuration that ap­
proaches the vacuum solution at spatial infinity thus defines 
a circle bundle over the sphere at spatial infinity S 2. This 
bundle has the local structure of a direct product S2XS I; 
that is, the manifold S 1 sits on the top of every point of S2. 
But it need not be a direct product globally. If the circle 
bundle over S 2 cannot be continuously deformed into the 
global direct product S 2 X S I, then the field configuration 
cannot be continuously deformed into the vacuum solution. 
To perform the topological classification of a circle bundle 
over S 2, we cut the sphere S 2 into two hemispheres along the 
equator. The circle bundle over the two hemispheres 
S 7 and S ~ are then easily deformed into direct product bun­
dles S 7 X S 1 and S ~ X S 1 by performing coordinate trans­
formations on each hemisphere. Along the equator, these 
two coordinate transformations must differ by a transforma­
tion that leaves the geometry of the S 1 invariant, that is, an 
isometry of S I. Thus we can associate every circle bundle 
over S 2 with a loop in the isometry group U ( 1 ). The S 1 bun-
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dIe over S 2 is topologically nontrivial if and only if the loop in 
U ( 1 ) has a nontrivial winding number. The solutions (5.3)­
(5.5) [or (5.9)-(5.11), etc.] have U (1) magnetic charges. 
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The basic field equations of a field theory are not always derivable from a Lagrangian. 
Lagrangian theories are perturbatively coherent, in the sense that they have well-defined 
vertic~s. Non-Lagrangian theories may be coherent or not. Coherent theories are, in principle, 
quanttzable by perturbative methods. The general condition for a theory to have well-defined 
vertices is given. 

I. INTRODUCTION 

A field model is defined by (i) listing all the fields in­
volved, (ii) specifying their response to the transformations 
of interest, and (iii) giving the fundamental field equations 
and boundary conditions corresponding to the physical situ­
ation. The last item fixes the supposed dynamical behavior of 
the system. More frequently, a Lagrangian is given from 
which the field equations are obtained as the Euler-La­
grange equations. Or the action functional is given, which is 
global in character and, in principle, includes all the infor­
mation concerning the system. This Lagrangian formulation 
has many advantages: it allows a simple treatment of sym­
metries and gives a workable way to quantization by Feyn­
man path integral methods, which furthermore provide a 
convenient means to dispose of nonphysical degrees of free­
dom. Although most quantization methods suppose a La­
grangian, a field model can also be quantized by a perturba­
tive procedure starting directly from the field equations, the 
Kiillen-Yang-Feldman ' (KYF) method. There is some ad­
vantage in working with the field equations, as not all sys­
tems of field equations are derivable from a Lagrangian. 

It is commonly believed that non-Lagrangian theories 
are not amenable to quantization. It is one of our objectives 
here to show that this is not necessarily so. Field models may 
be perturbatively quantizable provided they satisfy a general 
condition that we shall find out. All Lagrangian theories will 
be seen to satisfy automatically that condition so that, as 
expected, all such theories can be quantized by the perturba­
tive procedure. The condition is, however, less stringent 
than the condition for the existence of a Lagrangian, so that 
some non-Lagrangian theories can also be quantized. Notice 
that this has nothing to do with renormalizability, a question 
we shall ignore here. A coherent theory may turn out to be 
nonrenormalizable and consequently nonquantizable in a 
strict sense, but an incoherent model is defective in a much 
more primitive way: it has no well-defined vertices. Neither 
shall we worry about other possible difficulties that a model 
may come to exhibit in later stages of the quantization proce­
dure. As the point we wish to make is so primitive, we shall 
resort to a naive formulation of quantization, which is what 
we are calling here perturbative quantization. We refer to the 
operational formulation of the KYF method as presented in 
the first volumez of Bjorken and Drell's text. It works with 
wave functions instead of noncommuting fields, but it is 
shown to be sound in the second volume.3 Of course, difficul-

a) Fellow ofFAPESP, Sao Paulo, Brazil. 

ties appear when nonlinearities and/or constraints are pres­
ent, but at least, in principle, they can be solved along the 
lines pioneered by Feynman in his "polish" paper.4 This sim­
ple procedure, which roughly reduces quantization to "giv­
en the vertices and propagators, draw the Feynman graphs 
and calculate the S matrix elements" will be enough for our 
purpose, which is to give a general condition for the vertices 
to be well-defined. A simple example is the case of two scalar 
fields CfJt and CfJz obeying the equations of motion 

(0 + m2)CfJt = g(a ll CfJt a Il CfJ2)CfJ2' 

(0 + m2
)CfJz = g(a ll CfJt all CfJ2)CfJt· 

(1) 

This is a non-Lagrangian system, as shown below, but there 
is no difficulty in quantizing it. Power counting tells us that it 
is nonrenormalizable in four-dimensional space-time but 
renormalizable in two dimensions. Starting from the field 
equations, perturbative quantization is performed in a very 
simple way. Let us recall the procedure for the model above: 
first, with the help of the Green's function of the differential 
operator, we write down the formal expressions for the solu­
tions as 

CfJt = CfJt (in) + (0 + m2 ) -tg(all CfJt a Il CfJ2)CfJ2' (2) 

CfJ2 = CfJ2 (in) + (0 + m2) -lg(a ll CfJl a Il CfJ2)CfJl' (3) 

We are using a symbolic notation, omitting integrations. 
Then, to obtain the S matrix elements for each field, such 
general solutions, written as a sum of an ingoing free field 
plus interaction terms, are to be projected2 on outgoing free 
fields of the same kind (and again integrated). The perturba­
tive solution to a certain order is obtained by simply iterating 
the above equations, that is, replacing the fields in the inter­
action terms by the formal solutions and retaining terms up 
to the desired order. The Green's operator, once acted on 
from the left by the outgoing free field, gives again a free 
field. As a consequence, the vertices are obtained as the first 
contributions in the series with no remaining Green's func­
tions. For example, projection of (2) on CfJl (out) will lead to 
the vertex gCfJl (all CfJl all CfJ2)CfJ2' The same comes out from 
the projection of expression (3) on CfJ2 (out): the vertex ap­
pears the same when seen from both (2) and (3). This seems 
natural enough and embodies what we shall understand by 
perturbative coherence. It would not be a property of the 
above model if the source terms in (1) were not carefully 
chosen. A trivial case of vertex incoherence would show up if 
in (1) the coupling constants in the two equations were dif­
ferent. Another example of this kind is given in Ref. 5. Per-
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turbative incoherence shows up when a vertex appears differ­
ent when looked at from different channels. This would seem 
to be contrary to intuition, but our intuition is based on a 
familiarity acquired in Lagrangian models which are, as seen 
below, always coherent. Of course, in the case of incoherent 
models, the very notion of vertex looses its meaning, but we 
shall keep using the word "vertex" for simplicity of lan­
guage. The model (1) will be incoherent if taken with two 
different coupling constants but coherent (although non­
Lagrangian) with a unique coupling constant. In more in­
volved incoherent models, it may even happen that a vertex 
that is seen in one channel is simply absent when looked at in 
another channel. This is, for instance, the case of the Poin­
care gauge model. 5 

II. THE COHERENCE CONDITIONS 

Suppose we have a set {IP a} of relativistic fields 
(a = 1,2, ... ,N) submitted to a set of N equations of which we 
shall write only two: 

Ka[lP] = r[lP], 

Kb[lP] =Jb[IP]· 

(4) 

(5) 

Here, K a is the kinematical operator (Klein-Gordon, 
Dirac, etc.) acting on IP a, K b that acting on IP b, and the J's 

are the source currents. The general form of a current func­
tional involvingjl fields of kind IPI,j2 fields of type 1P2,·.·,j p 

fields of type IP p' with a total of k = '£ji fields, will be 

Ja[lP] = f d 4xI d4X2"'d4XkIPI(XI)IPI(X2)'" 

XIPI (xj, )1P2(Xj, + I)" '1P2(Xj, +j,) 

XIP3(Xj, +j, + I)" '1P3(Xj, +j,+j,)'" 

XlPp (xk )Caj,j,,,'jp (X 1,X2," ·,xk )· (6) 

If the current is a simple monomial in the fields, the coeffi­
cient Caj,j""jp is a product of Dirac deltas. If the current 
involves derivatives of the fields, the coefficient will be a 
product of deltas and derivatives of deltas. When the current 
is a sum of terms involving different numbers of fields, it will 
be necessary for our purposes to examine each term sepa­
rately, as they would correspond to distinct vertices. The 
general expression for the coefficient is, formally, 

a tlJ
a I 

C j,j,"'jp = c5IPI(X1)"'c5tp2(Xj,+1 )"'c5tpp(xk ) '1'=0' (7) 

We shall again omit the integrations and put together fields 
of the same type, so as to rewrite (6) symbolically as 

Ja[m] - C a m j'm j, m ja jb jp (8) 
'"I' - j,j,oo'jp'"l'l '"1'2 "''"I'a ···tpb .•. tpp , 

and analogously for J b [II' ] . Here no summation on repeated 
indices is implied. We have intentionally signaled the pres­
ence of the fields tpa and tpb' The S matrix element is ob­
tained by projecting Eq. (4) on an outgoing field of type II' a' 

or by projecting Eq. (5) on an outgoing field tpb' The coher­
ence condition will be, in the above compact notation, 

r[1P ]tpa = Jb [II' ]tpb (9) 

(no summation on a, b). Comparing with (8) and using the 
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purely multiplicative character of the coefficients (7), the 
condition may be put into the form 

Caj,j,o 0 oj.- 0 ojbo 0 ojp = Cbj,j,O 0 0 Ua + I) 0 0 0Ub- 1)00 'jp' (10) 

An analogous reasoning holds for every pair of the N indices 
a, b, c, etc., so that we have in reality a whole series of N!/ 
[(N - 2)!2!] conditions like (to). Use of (7) puts (10) into 
the form 

c5tp/'c5tp/,-, ·c5lPa~:·~·Ic5IP/b- I .. 'c5tp/p [~: - ~: ] 1'1'=0 
= 0, (11) 

for each pair of indices a, b with a =1= b. The "derivatives" in 
this expression are to be taken as functional (Frechet) de­
rivatives and, as such, as linear operators. When no deriva­
tives on the fields are present in the Ja 's, they will have the 
same algebra as usual derivatives. However, when deriva­
tives are present, integrations by parts are to be carefully 
considered. Instead of going into these details here, we shall 
use another, simpler and more powerful formalism, which 
will allow the whole set of conditions (11) to be put into a 
simpler form. 

III. THE CALCULUS OF FUNCTIONAL FORMS 

Let us recall some properties of functional differential 
forms,6 of which a less incomplete presentation has been giv­
en elsewhere.7 Consider an action functional S [11'], depen­
dent on the fields 11'., 11'2'" " tpN' Its variation c5S will be a 
functional form of first degree, which can be written as 

(12) 

(13) 

This is analogous to the differential df = (ai f)dx i ofa func­
tion f The Euler-Lagrange equations coming from the ac­
tion S, or from its integrand, the Lagrangian density, are, of 
course, Ea = O. Expressions like (12) will be called func­
tional one-forms, in analogy with the usual differential one­
forms of calculus. In special, one-forms related to differen­
tial equations will be called Euler forms. The analogy with 
differential calculus goes, in reality, much further. Just as a 
general one-form UJ = UJ i dxi is not necessarily the differen­
tial of a function (is not necessarily exact), a general one­
form as (12) is not necessarily the variation ofa functional. 
In this case, the corresponding equations Ea = 0 are not re­
lated to an action functional and are said to be non-Lagran­
gian. When does a Lagrangian exist for the equations? Once 
more the analogy with calculus is perfect: for the form UJ to 
be locally the differential of a function, it is necessary and 
sufficient that dUJ = O. For E to be locally an exact one-form, 
it is necessary and sufficient that c5E = O. The algebra of the 
exterior variations c5 is formally the same algebra of the exte­
rior differentials in calculus, the two-form c5E being written 
as 

(14) 

The formal analogy is complete indeed, provided the deriva-
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tives are interpreted as Frechet derivatives. Acting on typi­
cal actions, which are O-forms, such derivatives reduce to the 
usual Lagrangian derivatives. This analogy leads, in particu­
lar, to the boundary-has-no-boundary property tP = O. 

The condition 8E = 0 for the existence of a Lagrangian 
for the equations E Q = 0 becomes, in view of ( 14) , just the 
vanishing of the bracketed term. This is a new version of 
Vainberg's theorem,s which gives the conditions for a func­
tional to be the functional derivative of another functional. 
Applied to the Euler form 

(15) 

associated with the currents considered in Sec. II, we see that 
the Lagrangian condition isjust the vanishing of the bracket­
ed term in (11). As a consequence, every Lagrangian model 
satisfies ( 11) automatically and can be quantized in a coher­
ent way. More properties of differential forms can be adapt­
ed to functional forms. One of them is the Poincare lemma, 
which includes the above considerations about the existence 
of Lagrangians as a special case. Let Wbe any functionalp­
form 

W [cp ] = WQ,o, ... o)cp ]8cp 0, /\ 8cp 0, .. . /\ 8cp Qp 

and define its transformed TWas the (p - 1 )-form 

TW[cp] = jtl (- )j-I f dttP-IWo,o""o)tcp ]cpOj8cp0, 

/\ 8cp 0, . .. /\ 8cp OJ - , /\ 8cp OJ + , ••• /\ 8cp °P. (16) 

Then the lemma says that W can always be written locally as 

W[cp] = 8TW + T8W. (17) 

We see that, when Wis an Euler form E, then 8E = 0 implies 
the existence of a Lagrangian A = TW. Another notion 
from differential calculus that can be implemented in the 

I 

The coherence condition becomes then 

8N( .. . ) =0. JI.h.···Jp 
(20) 

For each set UI,j2"" Jp) in the model, the corresponding 
coherence form N must be closed. Notice that, by its very 
definition, the coefficients of N are linear in the fields (or 
some of its derivatives) and condition (20) requires N to be 
derivable from a certain O-form bilinear in the fiels [which, 
by the way, is just the tranformed TN calculated by using 
(16) ]. It is not difficult to check that N is a multiple Lie 
derivative of J with respect to the fields ea constituting the 
natural field basis on the functional space: 

So, although J is not necessarily derivable from a Lagrangian 
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calculus offunctional forms is that of a Lie derivative. On the 
space of the cp's, the components cp 0 may be used as "func­
tional coordinates." Fields (in the geometrical sense of the 
word) can be introduced, and the set of derivatives 
{eo = 8/8cp a} may be used as a "natural" local basis for 
them. A general field X will be written X = Xaeo 
= XO 8/8cp a. The Lie derivative Lx, acting on functional 
forms, will have properties analogous to those found in dif­
ferential calculus. For example, suppose that X represents a 
transformation generator on the cp space. On forms, the 
transformation will be given by the Lie derivative Lx. As Lie 
derivatives commute with differentials, we have 

(18) 

Consequently, a symmetry of the Lagrangian (LxA = 0) is 
a symmetry of the equation (LxE = 0), but the equation 
may have symmetries which are not symmetries of the La­
grangian, a well-known fact. Other notions of differential 
calculus translate easily to functional forms, keeping fur­
thermore analogous properties. Such is the case, for exam­
ple, of the interior product i x W of a field X by a form W, 
which has the usual relation to the Lie derivative, 
Lx W = ix (8W) + 8(ix W). 

In many of the considerations above some kind of metric 
is supposed. From (12) on we have been raising and lower­
ing indices. Unless some special metric is at work in the mod­
el under consideration (such as the Killing-Cartan form in 
gauge models for semisimple groups), we shall simply sup­
pose a metric of Euclidean type, which identifies compo­
nents with higher and lower indices. 

IV. A UNIFIED COHERENCE CONDITION 

The coherence conditions acquire a simple form in this 
language. For each set of indices UI,j2, ... ,jp) in (11), define 
the functional one-form, 

(19) 

for the theory to be coherent, some of its multiple Lie deriva­
tives must be. It is easier to interpret N in terms of Feynman 
graphs: given the vertex graph, to take a Lie derivative Le 

J 

corresponds to extracting a leg of type ''j''. Each term in 
( 19) or (21) does the following: (i) fix a leg a; (ii) extract all 
other legs up to one of type b; (iii) exchange the two remain­
ing legs; (iv) impose invariance under such exchange. The 
summation then spans all possible channels. This is a com­
pact formalization of the "view-from-two-channels" discus­
sion presented in Sec. II. 

Consider the model given by Eq. (1). The current 
Euler-form will be 

or 

J = g(JI' CPI JI'CP2)8[CPICP2]' 

Its variation will be 

R. Aldrovandi and R. A. Kraenkel 
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8J = gt5(aJ.' ({JI aJ.' ({J2) A t5 [({JI({J2] #0. 

Consequently, there is no Lagrangian for Eqs. (l). Coher­
ence is to be examined from the only set of fields of interest, 
VI = lJ2 = l), to which corresponds the form 

N(I.') = N\I.I) t5({J;, 

with 

. t52J; 
N'(I.I) = t5 t5 

({J I ({J2 
We find that 

N(I.') = 2gt5(aJ.' ({JI aJ.'({J2) , 

so that t5N(I.') = O. The model can be coherently quantized, 
despite its non-Lagrangian character. 

V. THE CASE OF GAUGE FIELDS 

The Euler form corresponding to the Yang-Mills equa­
tions is 

E = [a FaJ.'V +fa A b FCJ.'V]t5A 
J.L be p. av' (23) 

where 

FaJ.'v = aJ.'A av _ a VA aJ.' + fabc A bJ.'A CV, 

thef's being the structure constants of the Lie algebra of the 
gauge group, the generators Ta satisfying 
[ Ta, Tb ] = r ab Tc· We shall rewrite the Euler form as 

E [K av - Jyav - JxOV]t5Aav' (24) 

where 

Kav= aJ.'(aJ.' A av _ a v A aJ.') 

is the kinetic term, 

J y av = _ r be [ a J.' (A bJ.' A CV) + A b J.' (a J.' A cv - a v A CJ.' >] 
(25) 

is the current leading to three-legged vertices, and 

J x av = - fa bJc deA b Il A dJ.' A ev (26) 

is the current related to four-legged vertices. For each kind 
of vertex a coherence form must be defined. For the three­
legged case, 

NY = t5]Uv t5A (27) 
(cu) t5A cu av 

can be put, after a tedious but direct calculation, in the ex­
plicit form 

NY(cu) 
= !{ [hbc)a - hac)b + hab)c ] (avA b u t5A av - avA bVA au) 

(28) 

Here the symbol (ab) stands for symmetrization. The no­
ticeable fact is that the structure constants appear always 
symmetrized in the first two indices. As a consequence, the 
above form will vanish identically for semisimple gauge 
groups and the coherence condition for three-legged vertices 
will be satisfied, in agreement with the fact that gauge mod­
els for semisimple groups are Lagrangian theories. Such is 
not the case for nonsemisimple groups,9 for which the three­
legged vertices are well defined only if the above form is 
closed indeed. The explicit expression of t5N is 
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t5N y(CU) =!{ [2hbe)a - hac)b ] t5A au A avt5A bv 

- !hab)caut5A bv At5A av}. (29) 
From (25), the coherence form for the four-legged vertices 
is obtained as 

N X =~ t5 
(gp)(hu) 2 t5A gp t5A ha 

X {jac(Jcd)eA bJ.'A dJ.'A ev}t5A av 

= t5pafac(Jcg)dA dv t5A av 
+ iaC(Jcd)gA da t5A ap + fdc(gfca)h A ap oA da. 

(30) 

Again indices between parentheses ( ) are symmetrized. 
The four-legged vertices are coherent if the above form is 
closed, which corresponds to the vanishing of 

ONx(gp)(ha) = !Opa [f(ac)(Jcg)d - hcd)(gf\)a loA dv ADA av 

+ [hac)Jcdg - f\ghad)c 

- fCa~dc)g ]DA dO' ADA ap. 

We see once more the coherence of the semisimple case; each 
term is proportional to a structure constant symmetrized in 
the two first indices. 

In general, gauge models for nonsemisimple groups, be­
sides being non-Lagrangian, cannot be coherently quantized 
by the perturbative method. An example has been found, by 
other means, in a model involving the Poincare group. 10 

VI. FINAL COMMENTS 

We have seen that non-Lagrangian models may have 
well defined vertices, provided they satisfy what we called 
the coherence condition. We have been rather strict in our 
language: incoherent models cannot be quantized by the 
usual techniques of perturbation theory because their ver­
tices are not symmetric under the interchange of identical 
external legs and consequently the usual Feynman rules do 
not apply. Such asymmetry, however, is not a novelty in 
physics; it is a well-known property of vertices in dual mod­
els, II for which specially modified Feynmann rules must be 
introduced. 12 It is a curious point that gauge models for non­
semisimple groups groups exhibit it. Whether or not they 
have some relation to dual models is left for future considera­
tion. 
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Generalized Fourier transforms for nonlinear systems 
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A simple generalization is presented of the usual Fourier transforms using generalized 
exponential and Fourier series developed previously for nonlinear systems. The expressions are 
given in terms of Jacobi elliptic functions in a form as Close as possible to the Fourier 
transform. There is a pair of transforms for each value of the Jacobi parameter m. Simple 
applications are presented, one of which gives the generalized Yukawa potential and another 
that gives the generalized Breit-Wigner potential: Both correspond to the generalized Klein­
Gordon equation. 

I. INTRODUCTION 

In general relativity the usual derivatives are replaced 
by covariant derivatives. Nonlinear operators and therefore, 
nonlinear fundamental oscillators, seem to be necessary in­
gredients of nonlinear quantum mechanics in nonftat space­
times. The simplest equation of motion in the Schwarzschild 
metric implies terms in (1/,-3). Rodriguez! showed that or­
bits in general relativity can be analyzed as equivalent prob­
lems of the anharmonic asymmetric oscillator (AAO); we 
were thus able to approximate the evaporation of primordial 
black holes by a very simple JWKB type of analysis.2 

The simplest generalizations of the simple harmonic os­
cillator (SHO) in special relativity are equivalent to nonlin­
ear ordinary differential equations of the type 

(1) 

with P = 4 for the anharmonic symmetric oscillator3 (ASO) 
and p = 3 for the AAO.4 In any case it is evident that if one 
considers polynomials as the simplest nonlinear extensions 
of the linear fundamental oscillators, the simplest possible 
cases are the ASO and AAO. 

In a previous paper,5 we presented wavefunctions in the 
form of simple generalized real and complex exponentials 
which are solutions of many linear and nonlinear wave equa­
tions. The corresponding generalized Fourier series have 
also been developed.6 In this paper, we develop the evident 
next step of the corresponding generalized Fourier trans­
forms. 

The series and transforms that we give are useful in all 
branches of nonlinear physics. For example, the generalized 
Fourier series have been used with a generalized harmonic 
balance method? to find approximate solutions of equations 
of the type 

x + x 3 = E( 1 - x 2 )x. 
The generalized harmonic balance method has proven 

to be especially suited to the study of limit cycles.8 In Refs. 
1-8 and the present paper the results are presented in a form 
as similar as possible to the standard presentation in terms of 
the usual sin ¢, cos ¢ functions which are solutions of Eq. 
(1) if ¢ = w( when B = O. Also, as in Refs. 1-8, we avoid 
mathematical complications as much as possible. 

We believe that after reading Sec. V, it should not be 

difficult to calculate most of the generalized Fourier trans­
form pairs which correspond to the most usual cases: Many 
are only different in that the argument of ¢, sin ¢, etc., is the 
elliptic function ¢ = am(u,m) depending on the parameter 
m = k 2 of the Jacobi elliptic functions instead ofthe variable 
u = wI. The function ¢ changes with the parameter m and as 
a result there is a pair of transforms for every value of m. It is 
well known that for m = 0, am( u,O) = u: The usual Fourier 
pair of transforms are the special case of our transforms 
whenm =0. 

II. GENERALIZED EXPONENTIAL AND CIRCULAR 
FUNCTIONS AND THE CORRESPONDING FOURIER 
SERIES 

In Ref. 5 we gave theorems on reciprocal and logarith­
mic derivatives of solutions of Eq. (1). These theorems are 
useful for a systematic derivation of different types of gener­
alized exponentials, i.e., solutions of the type 

x = Re ± it/>(iMl or x = Re ± t/>(wt). 

The solutions are simple generalizations of 

x = Re±iwt or x = Re±wt, 

(2) 

(3) 

which are solutions ofEq. (1) when B = O. A less systematic 
presentation was done in Ref. 6. Rewriting Eq. (1) with the 
changes A = w 2 

- BR 2 and E = R 2W
2 (p = 4), one has 

x2/[1 + (Bx2Iw2
) 1 + W 2

X
2 = R 2W

2
• (4) 

The change of the independent variable 
dT= [1 + (Bx2Iul)]! /2 dl transformsEq. (4) into 

(:; r + W 2
X

2 
= R 2W

2
• 

One sees that one possibility for the function ¢(wt) of 
(2) is 

¢(wt) = w J (1 + ~2) 112 dt. 

Now 

xU) = Rx! (u) = R sn wt, B = - mw21R 2 (5) 

with u = wt; from the well-known properties of the elliptic 
functions,9 
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r/J3(U) =m f (l-msn2mt) 1/2 dt 

= f dn u du = f x3(u) duo 

Therefore, 

Y3± = e± it/>,(u) = cn u ± i sn u = X2 ± ix i • 

If B = 0, then m = 0, cn = cos, sn = sin, dn = 1, and 
then 

r/J3(U) = u = mt 

and one has solutions in the form ofEq. (3). More details are 
given in Ref. 6. 

One can also rewrite Eq. (4) as 

x2/(R 2 _ x 2) _ Bx2 = m2. 

The change of independent variable 

dT= (R2_X2
) 1/2 dt 

transforms Eq. (6) into (:; r -Bx
2 

= m
2

• 

In this case the function r/J (mt) of expression (2) is 

r/J(mt) = B 1/2 J (R 2 - x2) 1/2 dt, 

(6) 

with the same values as (5). Using the systematic notation of 
Ref. 5 one now has 

± ir/J2 (mt) = ± imk J cn mt dt = ± ik J cn u du; 

consequently, 

Y2± = e± it/>,(u) = X3 ± ikx l • 

Observe that in this case 

cos r/J2 = X3 = dn u, sin r/J2 = kXI = k sn u. 

An interesting application of this result, used to find 
limit cycles of 

x +Ax + 2Bx3 = €( 1 - X2)X, 

was described in Ref. 10. 
In order to use the properties of generalized exponen­

tials, in Ref. 6 we gave an approximation to an arbitrary 
functionf( r/J) defined in the interval - 1T<r/J< 1T and follow­
ing the method in Sommerfeld's well-known textbook, II 
with a (2n + 1)-term sum of the trigonometric functions 

Sn (r/J) = Ao + A I cos r/J + A2 cos 2r/J + ... + A n cos nr/J 

+ BI sin r/J + B2 cos 2r/J + ... + Bn sin nr/J. 

Formally, this is the usual Fourier series, but with 
r/J = am (u). One can obtain the coefficients of the series in 
the usual way (r> 0): 

Br = (~)J f(r/J) sin rr/Jdr/J, 
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where the limits of integration are - 1T and 1T. As stated 
above, applications of these formulas have been made in 
Refs. 7, 8, and especially 10. 

As can be seen from the above arguments or the more 
detailed discussion of Ref. 6, Eq. (1) withp = 4 also has the 
solution 

x = Re±iif>,(U) = R(cn u ± isn u), 

but in this case 

A = (1 - mI2)m2, B = mm2/4R 2, E = - m2R 2m14. 

III. APPLICATION: GENERALIZED EXPONENTIAL 
SOLUTIONS FOR THE GENERALIZED KLEIN-GORDON 
EQUATIONS 

Writing the generalized Klein-Gordon equation as 

a 2 a 2 a 2 a 2 
ot/J +ft2 t/J + 2).1/? = 0, 0=-------

at 2 ax2 ay2 ar-' 
(7) 

and defining the unitary four-vector 

k= (kO,k), (8) 

one has 

k·k=ko2 - k 2 =ft2. (9) 

Let 

7=k·x. 

Then, using definitions (8) and (9), Eq. (7) becomes 

d 2t/J 2). 
--:=2 + t/J( 7) + -2 I/? ( 7) = 0. 
dr p 

Multiplying by dt/Jld7 and integrating, one has 

( dt/J)2 + ~(7) + ).2t/J4
( 7) = R 2m2, (10) 

dr ft 
where R 2m2 is the integration constant. If), < 0, ft2 > 0, and 
0< R 2m2 < 41). I/p2 one periodic solution given in Sec. II is 

t/J = R sn(m7,m), 

withm2 = 1 + (I). IR 2/p2) and m = I). IR 2 l(ft2m2). All the 
possible solutions for the possible p2,)., and R 2m2 signs and 
values are given in Ref. 5. 

In Sec. II we saw that the change of variable 

Y= J [1 + C~2)~r2 d7 ( 11) 

transforms Eq. (10) into 

or 

( dt/J )2 + m2~ = R 2m2 
dY 

d Yz + m2t/J = 0. 
d.Y 

The last equation can also be obtained from 

a 2 a 2 a 2 a 2 

Ot/J + m2ft2t/J = 0, 0=-- - -- - -- - --
- aT2 ax2 ay2 az 2' 

K = (KO,K), (12) 

and 
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K'K=Ko2 _K2 =p2, 

with the change 
A A 

Y=K'X 

and with the same conditions on the constants. 
As seen in Sec. II, for Eq. (10) we also have the expo­

nential solutions 

¢ = R exp[ ± i<,b( r)] = R [cn(wr,m) ± i sn(wr,m)], 

but now with 

A = 1 = (1 - m/2)w2, B =-1/p2 = _ mw2/4R 2, 

E = R 2w2m/4, 

i.e., now w2 = A /( 1 - m/2), etc. 
Using (11), one can go from (7) to (12) with the 

changes 

K"T= kO f [1 + (W:p2)~ r2 

dt, 

K·X = k f [ 1 + (W~2)~ r2 

dx 

because 

dY=KodT-K·dX 

= [1 + (-1 /W2p2)~] 112(kO dt - k.dx). 

In other words, using the many well-known solutions of 
Eq. (12), it is possible to transform the nonlinear Klein­
Gordon equation into the linear one and vice versa. As ex­
plained in Sec. II, this is only one example. A more general 
change of variable is 

dY = (R 2 _ ~)1/2 dr. 

IV. GENERALIZED FOURIER TRANSFORMS 

We could follow the textbook of Sommerfeld II and oth­
er similar presentations to pass from Fourier series to Four­
ier integrals, but we prefer to show simply that under certain 
circumstances satisfied by the functions studied in the pres­
ent paper, it is possible to determine a solution ofthe integral 
equation 

F(a) = i b 

f(<,b)K(a,<,b)d<,b 

in the form 

f(<,b) = f F(a)H(a,<,b)da, 

with a and b finite or infinite and K (a,<,b) a Fourier kernel. 12 
In the following we shall look at the most usual cases. 

(i) We look at the generalized Fourier exponential 
transform pairs (to be called simply generalized Fourier 
transforms in what follows) 

F(a) = f: f(<,b)e- iat/> d<,b 

and 

f(<,b) = (_1 )Joo F(a)eiaq,da. 
21T - 00 
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(ii) We look at the generalized Fourier cosine transform 
pairs (<,b>0) 

(2)112 (00 
Fc(a) = -;; Jo f(<,b)cos (a<,b)d<,b 

and 

f(<,b) = (! yl2 Loo Fe (a)cos (a<,b )da. 

(iii) We look at the generalized Fourier sine transform 
pairs 

(
2)112 (00 

Fs(a) = -;; Jo f(<,b)sin (a<,b)d<,b 

and 

f(<,b) = (!)112 Loo Fs(a)sin (a<,b)da. 

It is a straightforward matter to demonstrate the funda­
mental properties of the generalized Fourier transforms: 
They are the same properties as for the usual Fourier trans­
forms (change of sign, conjugate, linearity, scaling, shifting, 
derivative, etc.) 12 except that now it is necessary to take into 
account the parameter m, because <,b and a depend on this 
parameter. 

V. EXAMPLES 

The usual Fourier transforms have been used so exten­
sively on mathematical and physical problems of mainly the 
linear type that it is difficult to predict which ones will corre­
spond to the most interesting nonlinear cases. In our present 
selection, one criterion was the simplicity of the function. 
Other criteria were that the Fourier transforms should be 
common textbook examples\3,14 and nonlinear generaliza­
tions of very well-known functions of the linear theories such 
as, for example, the Lorentzian or Breit-Wigner resonance 
formula l/(a2 + x 2

). To simplify comparison with the usual 
transforms, <,b3 is used for these examples, i.e., cos <,b = en u 
and sin <,b = sn u. 

Figures 1-4 show some examples of the most common 
Fourier transform pairs. In all cases there are four curves 
belonging to different values of the parameter: m = 0.0 
(usual Fourier transformation), m = 0.5, m = 1 - 10-3, 
and m = 1 - 10-9

• The functions are plotted versus the 
variable v = 1TU/2K, where K is the complete elliptic integral 
of the first kind, i.e., the functions have all been reduced to 
the fundamental period. 

In Fig. 1 one sees the simplest example of Fourier trans­
form studied in any of the textbooks about the subject: the 
Gaussian curve f( <,b) = A exp ( - a2 <,b2). To fix our ideas we 
have chosen A = 10 and a = 0.3. We could plot f(<,b) vs 
<,b = am u or u and then the curves in Fig. 1 (a) would be 
Gaussian, but the greater the parameter m the greater the 
full width at half-maximum. In the plot of f(<,b) vs 
v = 1TU/2K (reduction to the fundamental period) one sees 
the nonlinear character of the functions defined using ellip­
tic functions because inflexion points (for m:;fO) appear at 
regular intervals (n1T /2, n = 0, ± 1, ± 2, ... ). All the curves 
are represented by the same function, where the only change 
is in the value of the parameter m. The corresponding gener-
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FIG. 1. (a) The function /tt/» = A exp( - 02t/>2); A = 10, 0 = 0.3 vs 
v = 'TrU/2K for m = 0, m = 0.5, m = 1-10-3

, and m = 1_10-9
• These val­

ues of parameter m are used in all the figures. For m = 0 the curve is the 
usual Gaussian. Notice the intersection points at n1r/2 (n = 0, ± I, ± 2, 
... ). (b) Generalized Fourier transform for /trfJ): F(a) 
= (A1r'/2/0 )exp( - a 2/4a2); A = 10, 0 = I (parameter 0 has been 

changed in order to clarify the plot). 

alized Fourier transforms are shown in Fig. 1 (b). Each 
curve of Fig. 1 (a) has its corresponding generalized Fourier 
transform in Fig. 1 (b). In order to clarify the plot we have 
changed the value to a = 1. One sees that the inflexion points 
are the same as in the case of the original functions (without 
transformation) and all the curves intersect there: this is the 
effect of reducing to the fundamental period. 

To show that a change in parameter a does not alter the 
theory of generalized transformations and to describe an­
other simple example, we have plotted the functions 
J( ifJ) = A exp ( - a I ifJ I ) and their corresponding generalized 
FouriertransformsF(a) = (2A fa) [a2/(a2 + a 2

)] in Figs. 
2(a) and 2(b), respectively. The last functions are the 
expression of the generalized Breit-Wigner curves (they are 
the usual Breit-Wigner or Lorentzian curve when m = 0). 
Notice in Fig. 2 the change of scale on both axes. 

In the above examples the Fourier transform of the pro­
posed functions has only a real part because of the symme­
try-J(ifJ) =J( - ifJ)-of the functions (and thus of their 
transforms). We have therefore chosen another example, 
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Fig. 2. (a) The function/trfJ) = A exp( - olrfJl); A = 0 = 1. (b) General­
ized Fourier transforms for fitf»: F(a) = (2A /0)[02/(02 + a 2)]; 

A = 0 = 1. This function corresponds to the generalized Breit-Wigner 
curve . 

but now one that is nonsymmetric: its Fourier transform will 
be complex. This can be seen in Fig. 3, where an odd function 
and its generalized Fourier transform have been plotted. In 
the plot ofJ(ifJ) vs u, the values of the inflexion points are the 
same as before (for m =I 0). Nevertheless, in the imaginary 
part of the transformed functions one sees that in addition to 
the inflexion points, there is another intersection between 
the curves for different values of the parameter m. 

As a final example, Fig. 4 shows the generalized Fourier 
transform for the step function. It is an interesting case be­
cause the functionJ(ifJ) is defined piecemeal and is constant 
within each piece and therefore independent of m; neverthe­
less, its Fourier transform is dependent on the amplitude of u 
and there exists a representation for each value of m vs u. 

A general comment about the examples mentioned (and 
many other cases) can be made: When m ..... I all the defined 
functions tend to step-type functions with the "discontinui­
ties" at the inflexion points; however, in spite of this, the 
functions shown in Figs. 1-4 are continuous and infinitely 
differentiable (excluding the case of points of discontinuity 
or of discontinuities in the first derivative when m = 0, i.e., 
the point zero in Figs. 2 and 3). 
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FIG. 3. (a) The function 

[

AeXp(-at/J), ifu>O, 
f(t/J) = 

0, if u<O, 
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A=a=l. 

(b) Real part of the generalized Fourier transform of flt/J): 
F(a) = A[ (a - ia)/(a2 + a2

) I;A = a = I. (c) Imaginary part of the gen­
eralized Fourier transform of f( t/J ). 

VI. APPLICATIONS 

A. Evaluation of integrals 

One of the simplest applications is the evaluation ofinte­
grals. Here we follow Ref. 12 and consider as examples 
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FIG. 4. The function F(a) = (2A /a)sin(La); A = L = 1 is the general­
ized Fourier transform of the step function 

flt/J) = {A lui <L, 
Olul >L. 

I, = f'" exp( - b¢)cos (a¢)d¢, 

12 = LOO exp( - b¢)sin(a¢)d¢. 

Integrating I, by parts, 

I, = [ - exp( - b¢)cos(a¢)/b]O' 

-( ~) 100 
exp( - b¢ )sin(a¢ )d¢, 

which may be written as 

I, = lib - (a/b)I2' 

In a similar way, 

12 = (a/b)I,. 

Solving these equations for I, and 12 we obtain 

I, = b/(a2 + b 2
), 12 = a/(a2 + b 2), 

which means that if we write f( ¢) = exp ( - b¢), then its 
cosine and sine transforms are, respectively, 

Fe = (!)1I2(a2!b 2 ). Fs(!)1I2(a2:b 2). 

Then 

,00 (c~s(a¢~ )da = (~)exp( _ b¢), 
Jo a + b 2b 

Loo (a ::~:~) )da = ( ~)exP( - b¢). 

B. The generalized Yukawa potential 

We have seen that the properties of the Fourier trans­
forms can be cast into a form that duplicates the properties 
and formulas of the usual Fourier series. In fact, we have 
constructed this and previous papers so that the formulas 
should be formally the same as the usual ones, where the 
change is simply in the meaning of the argument of the func­
tions. 

The solution of the time-independent Klein-Gordon 
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equation for a time-independent field 15 

(\72 - p?o/)t/J(x) = 41Tgp(X) , 

where g determines the strength and p is a probability den­
sity which vanishes at infinity, is 

t/J(x) = _gf(exP( -lll x - x'I)\_(x' )d 3x'. 
Ix-x'i r 

For a point source placed at position x' = 0, this solution 
becomes the Yukawa potential 

t/J(r) = - g(e-ww/r). 

C. The generalized Brelt-Wigner resonance formula 

An important application is illustrated in Fig. 2(b). The 
generalized Fourier transform of the function 
A exp( - 4,61) (which in some sense can be considered as 
the Yukawa potential multiplied by the modulus of the vari­
able) is the generalized Breit-Wigner resonance formula. 
This function appears in classical mechanics in the forced 
harmonic oscillator. 

VII. CONCLUSIONS 

We have presented generalized exponential and circular 
functions which have enabled us to develop generalized 
Fourier series and the corresponding integral transforms. 
These generalized transforms are given in terms of the Jacobi 
elliptic functions and in consequence are very weU suited for 
problems with polynomial nonlinearities. 

The subject of Jacobi elliptic functions is more than 150 
years old. 16 Nevertheless, we believe our exponential series 
and transforms, developed in a form as similar as possible to 
the usual ones, are new. The usual textbook series and Four­
ier transforms are only changed by t,6, sin t,6, etc. being 
t,6 = am (u,m) of the elliptic integrals of the first kind, where 
m = k 2 is the parameter of Jacobi functions. The usual pair 
of transforms are the special case of our transforms when 
m=O. 
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From the many possible transforms we have selected the 
most usual and shown how they are useful for the general­
ized Yukawa and generalized Breit-Wigner potentials cor­
responding to simple generalizations of the Klein-Gordon 
equation. These formulas open the way for the development 
of simple models of nonlinear quantum mechanics in nonftat 
space-times, but they are also useful in other branches of 
nonlinear physics, as we have shown in previous papers. 6-8 
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The Dirac-Bergmann formalism for handling constrained dynamical systems is applied to 
massive and massless spin-2 field theories in Minkowski space. In the process, it is shown that 
an extension of the formalism is required before the true Hamiltonian on the reduced phase 
space can be calculated. With this extension, the approach then allows a revealing exposition of 
the m-+O limit of the massive theory, particularly of the requirement for the conservation of 
sources, and reconfirms the experimentally observable discontinuity which occurs at m = O. 

I. INTRODUCTION, SUMMARY, AND CONCLUSION 

The question "Is Einstein's theory an isolated point in a 
class of theories parametrized by a continuous parameter, m, 
the mass of the graviton?" has been under study for some 
time. Historically, the first answer (which was in the affir­
mative) was given in Ref. l. 

In Ref. 1 the scattering of conserved sources via one 
graviton exchange (which describes the motion of the plan­
ets as well as the bending oflight by the sun) was studied. It 
was found that as the assigned graviton mass m approached 
zero the results for the scattering disagreed with that for the 
m = 0 case. This discontinuity occurs because the sources of 
the gravitational field are the energy momentum tensors. 
These tensors are conserved up to first order in the coupling 
constant, but not all of them are traceless (as in the energy 
momentum tensor of the Maxwell field). This leads to an 
observable discontinuity in the scattering of light by a star 
(the m -+ 0 result is i of the angle for the m = 0 result). The 
assumptions of Ref. 1 were unitarity, positive energy and 
that the sources are conserved independently of m. 

It is important to note that the discontinuity arises at the 
level of tree diagrams, i.e., it is a classical result and does not 
require considerations of the quantization of gravity. Thus, 
it is of a different nature from that of the discontinuity in the 
mass, which occurs at the one loop level in a naive theory of 
massive Yang Mills particles. The latter discontinuity was 
removed by the Higgs mechanism for introducing mass. 2 

A more extensive treatment of the question "Can gravi­
ty have a finite range?" was given by Boulware and Deser in 
a beautiful paper.3 They arrived at the conclusion of Ref. 1 
from a study of the field equations (and the action) display­
ing the limiting behavior of the various helicity modes of a 
massive spin two field. Also, using the ADM mechanism, 
they extended the results to the full nonlinear theory. Here 
the discontinuity becomes even more severe; no suitable 
massive theory appears to exist. This led to their paradoxical 
conclusion that the gravitational force has an infinite range, 
even in a finite universe. A recent result by Higuchi4 points 
in the same direction. Following earlier workS on anti-de 
Sitter space he investigated massive yields in de Sitter space 
and found that the square of the mass of a massive spin-2 

a) Present address: International Centre for Theoretical Physics, P.O. Box 
586,1-34100, Trieste, Italy. 

field cannot lie between zero and j X (cosmological con­
stant). The value zero is allowed for the mass as are mass 
values above this mass gap. 

It has been argued6 that the discontinuity may be re­
moved by considering sources which are not conserved for 
m #0, but which are conserved in the limit m -+0. This leads 
to a number of conditions on the limit of the sources as m -+ O. 
These conditions are so severe that no realistic examples can 
be constructed if one assumes the sources to be local func­
tionals of the matter field variables. 7 

It is amusing that the discontinuity persists for the spin-~ 
field, the supersymmetric partner of the graviton.8 

The motivation for the present work is as follows: since a 
massive spin-2 field is governed by a constrained theory, the 
formalism of Dirac-Bergmann,9 as adopted here, offers an 
excellent environment for its study. In addition, the struc­
ture of the Hamiltonian constraints and the Dirac brackets 
provides a revealing exposition of the m -+ 0 limit. Of course, 
the conclusions are often the same as those already men­
tioned above, but our approach is sufficiently different to 
warrant this independent treatment. For instance, in reduc­
ing the Hamiltonian we find subtleties that call for amend­
ments to the existing algorithm for reduction. Although the 
m -+0 discussion is not contingent on this finding, the very 
construction of a reduced Hamiltonian for a massive spin-2 
field is. Furthermore, in contrast to Refs. 1 and 3, we do not 
assume a priori conservation of sources, but rather derive the 
necessary and sufficient conditions (with emphasis on suffi­
cient) that the sources must satisfy. We also apply the reduc­
tion formalism partially to a theory with a different mass 
term, rederiving some previously well-known results. An 
outline and the conclusions of this paper follow. 

We begin by considering the spin-l case. This case has 
been well-studied 10 and it can even be found in certain 
books! 11 There are two reasons why we nevertheless take the 
opportunity of presenting it here. First, to introduce our no­
tation and its use in the (by now commonly known) formal­
ism of Dirac. Second, and of more physical significance, to 
explain our hesitation in the a priori use of conservation for 
the sources. We will derive the field equations as implied by 
the reduced Hamiltonian (and Lagrangian), and the corre­
sponding Dirac brackets (DB) for the reduced phase space 
(RPS) variables. In the end, we will be interested in an S 
matrix, but its inherent "symmetry" (e.g., invariance under 
field redefinition) renders the m -+0 interpretation of the 
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field equations slightly ambiguous. The transverse degrees of 
freedom (helicity ± l) of the massive spin-l field smoothly 
go over to a gauge invariant transverse photon. But the be­
havior of the longitudinal part-the scalar-is more subtle 
to probe. We display two scenarios: one in which the m-+O 
limit renders the scalar degree of freedom nondynamical 
(i.e., nonpropagating) and its equation of motion implies 
that the sources have to be conserved. A second scenario 
(obtained from the first, by field redefinition in the Hamilto­
nian) still implies that the currents must be conserved; but 
then the scalar piece decouples from the sources and 
smoothly becomes a freely propagating massless field as 
m -+ O. Subsequently, we present the reduced Lagrangian for 
the spin-I case, for here, not only do we arrive at the same 
conclusions as above, but also the validity of the m -+ 0 limit 
becomes clear since one can set m =0 explicitly! 

Turning, next, to the spin-2 case, we consider two 
classes of massive theories, i.e., a = 1 and a "II in (24) be­
low. The first of these, corresponding to a pure spin-2 field, 
has ten second class constraints, from which we construct 
the DB's (in Appendix B). The constraints and the DB's are 
used to determine a RPS for which we construct the reduced 
Hamiltonian which is sufficient for deducing the field equa­
tions for the dynamical degrees of freedom of the reduced 
theory. The necessity of source conservation in the massless 
case is discussed, at this level. Diverting our attention slight­
ly, but necessarily, a completely general theorem is proved­
that a reduced Hamiltonian is not necessarily the Hamilto­
nian on a given RPS. In the proof we also show how to con­
struct the correct reduced Hamiltonian. This is followed by 
two examples that are then used in constructing the true 
Hamiltonian for the reduced massive spin-2 case. Finally, we 
derive the equation of motion for the RPS and consider the 
limit m-+O. 

We conclude that, in the limit m -+ 0, the TT degrees of 
freedom (helicity ± 2) simply become the coordinate­
gauge invariant degrees of freedom of the massless spin-2 
field. The TL components (helicity ± I) behave similarly 
to the longitudinal component of the massive spin-l (includ­
ing the ambiguity due to field redefinition) and are not deter­
mined by the field equations in the massless limit. There is 
one important difference, however. Whereas in the spin-l 
case the full conservation of currents can be implied by the 
massless limit of the equation of motion for the helicity-O 
state, in the spin-2 case, the field equations for TL (two de­
grees of freedom) can at most imply (59), the massless limit 
of which gives the expected number of conditions, which are 
essentially equivalent to two conservation conditions. The 
remaining degree of freedom (helicity-O) can be made to 
imply at most Eq. (62). The condition that a massless limit 
exists is now not, by itself, a statement of conservation. Fur­
thermore, even though it is unphysical, there is a choice of 
the helicity-O field which then remains determined by equa­
tions of motion in the limit; and it is coupled to the four-trace 
of the stress energy tensor <I>~, unlike the rescaled longitudi­
nal mode in spin-I, which became a free field. So, even if the 
sources are entirely conserved, the coupling of this scalar to 
the trace of the sources produces an extra attractive force 
that is the reason for the discontinuity. In addition, the com-
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plete understanding of conservation requires further investi­
gation. 

As in spin-I, we also present the reduced Lagrangian, 
for here the soundness of the m -+ 0 limit is clearly justified 
provided the time component of the source conservation 
equations is satisfied. Additionally, by an alternative choice 
of the scalar degree offreedom we get a very explicit demon­
stration of the remaining conservation conditions being con­
sequences offield equations. As in spin-I, all the unphysical 
degrees of freedom now become undetermined in the mass­
less limit. 

Finally, we consider an alternative mass term and we 
illustrate that although the discontinuity disappears it does 
not give rise to a physically acceptable theory (this is a well­
known fact/· 12 which we do not pursue further). 

We will use a flat ( - + + + ) metric. Greek indices 
are four and Latin indices are three indices. 

II. SPIN-1 

In this section we apply the Dirac-Bergmann algorithm 
to the spin-l field, mainly as preparation for the spin-2 field, 
and also for establishing the formalism and our notation. 
The object is to isolate the dynamical degrees of freedom 
(DDF), and to study the dynamics on the reduced phase 
space (RPS) in the limit as m-+O. Necessary and sufficient 
conditions on the currents, in the limit m -+ 0, will be found. 

A. The m=O case 

The massless spin-l field has been under scrutiny for 
almost a century, and over the years a variety of Lagrangians 
has been proposed. Let us consider the most orthodox La­
grangian for the spin-l field AI' coupled to external currents 
j", i.e., 

The canonical conjugate to AI' is 

# = __ oL __ = _ pOI'. 
o(JoAl' ) 

The fundamental equal-time Poisson bracket is 

{AI' (X),1TV (y)} = 01' vO(3)(X - y). 

The primary constraint is 

l/Jo=1To;:::;O, 

and the canonical Hamiltonian density is defined as 

JYc = #JoAl' - 2", 

(2) 

= ~1Ti1T' + 1fJiAo + ~Pijpij - AjAw (3) 

Now, 

Hp= J d 3xJYp = J d 3x[JYc + v(x)l/JO] , 

is the primary Hamiltonian (with v, the Lagrange multi­
plier), i.e., the time evolution operator. To get the secondary 
constraints we demand the conservation of the primary con­
straint, 

O;:::;Jol/Jo = {7f!,Hp} = Ji1T' + A/=l/J1
• 
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Conservation of ¢l leads to the statement of the conservation 
of sources, 

(4) 

Therefore, in the massless case, the currents must be con­
served for consistency. By the use of the fundamental 
bracket one can see that the constraints 

¢o = 1f, 

¢1 =aj'Tf+AjO, 

are first class, i.e., 

{¢O(X),¢I(y)} = 0, 

and that there are no more constraints. 
We can anticipate the dimension of the RPS simply by 

anticipating the effects of gauge fixing. In the Dirac-Berg­
mann formalism, allowed gauge conditions are those that 
tum each first-class constraint into a second class one (i.e., 
those whose Poisson bracket is nonzero). And so, for each 
first-class constraint one must introduce precisely one 
gauge-fixing condition (for the second-class case, see be­
low). Therefore, 

[dim. of reduced phase space at each point] 

= [dim. of full phase space] 

- 2 [number of first-class constraints] 

= 8 - 2(2) 

=4=2+2. 

Thus we expect that only two degrees of freedom are phys­
ical. And, of course, two is the dimension of the fundamental 
irreducible representation (irrep) of the little group 
SO(D - 2) = SO(2). 

To isolate the DDF's in a first-class theory it is not actu­
ally necessary to fix the gauge (contrary to common belief); 
since the DDF's are the gauge invariant components of the 
field, and since the first-class constraints are precisely the 
generators of gauge transformations, the DDF's are simply 
those components which Poisson commute with all the first­
class constraints. Decomposing Ai and 1Tj into transverse 
and longitudinal parts (see Appendix A), with 

Ai = A ; + A f and 'Tf = 1TTi + rr- i
, 

one can see that only A ; and 1TTi satisfy the conditions for 
being DDF's, i.e., 

{A ;,¢O} = {A ;,¢l} = {1TTi,¢O} = {1TTi,¢I} = O. 

Being a transverse three-vector, A ; has only two indepen­
dent degrees of freedom, corresponding to the two helicity 
states of the photon. Here A ; and 1TTi are a canonical pair 
since 

{A ;(X),1TTj(y)} = T18(3l(X - y), 

where in this, and in all similar expressions, operators act 
only on the first argument of the delta functions. The opera­
tor T{ is discussed in Appendix A. 

In principle, the form of the reduced Hamiltonian for 
the DDF's would depend on the choice of the gauge. How­
ever, all that we shall subsequently need is the second-order 
equation of motion for A ;, and of course that is 

1879 J. Math. Phys., Vol. 30, No.8, August 1989 

DA;= -Aj[, 

wherej[ = T':.h· 

B. Them~Ocase 

(5) 

Having established the notation for the massless spin-l 
case we go on to consider the massive spin-l theory (again, 
given by the most orthodox Lagrangian), and the limiting 
theory as m --> O. The Lagrangian density is 

.!fm = .!f - Im2A Aft (6) 
2 ft ' 

where .!f is given in ( 1 ). 
The primary constraint is unchanged, i.e., 

XO=1f~O. 

The canonical Hamiltonian density becomes 

Yr~ = Yrc + ~m2AftA ft, 
withYrc given in (3). 

The time evolution of XO. as dictated by the primary 
Hamiltonian 

H';= J d 3xJf";= J d3X[Yr~+V(x)~], 
gives the secondary constraint 

o~aoXo = {1f(x),H';} = ai'Tf - m2A ° + Ajo=XI. 

This is the only secondary constraint, since the time evolu­
tion of Xl gives a multiplier condition, 

o~aoXl = {(ai'Tf - m2A O),H';} + AaojO 

= m2v(x) - m2aiA i + Aa,f. 

telling us what the function v(x) is. Recall that in the mass­
less case there was no such condition, which was only a re­
flection of the singular nature (first class) of the theory. The 
function v(x) is the velocity for which we could not solve in 
the massless case; 

aoA ° = {A O(x),H';} = v(x). 

There is no point in taking the time evolution of the multi­
plier condition, for that will not give any additional con­
straints, only the time evolution of v(x). Note that, 

and 

lim (multiplier condition) 
m-O 

:::} (conservation of source) . 

The significance of this will be discussed below. 
As might be expected from the lack of gauge invariance 

of L m, all of the constraints 

XO=1f, 

Xl=ai~ - m2A ° + A/. 

are second class. And since there is no gauge symmetry to be 
fixed, we may anticipate the number of DDF's from 
8 - 2 = 6 = 3 + 3; i.e., three independent degrees of free­
dom. Again, three is, correctly, the dimension of the funda­
mental irrep of the little group SO (D - 1) = SO ( 3 ) . 
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Dirac has indicated a method for identifying the RPS. 
In addition, there are various other ways of isolating the 
DDF's: however, they all involve calculating the matrix 
(which to our knowledge has no special name as yet) : 

1 

{x°,XO} {x°,XI} 1 

a(x - y) = {X\XO} {x1'XI} 

= m21~ ~ 1\8(3)(x _ y). 

Note that XO and Xl are second class, hence 

a-I(x-y) =_1_1 0 118(3)(x- y ). 
m2 -1 0 

In Dirac's approach one constructs a new bracket-the 
Dirac bracket (DB)-based on the requirement that it be 
the Poisson bracket on the RPS. For any two phase-space 
functions A (x) and B (y ), the DB is defined as 

{A (x),B(Y)}D = {A(x),B(y)} - f du dv{A(x),Xa(u)} 

xaab I(U - v){Xb(v),B(y)}. 

Apart from the usual properties of Poisson brackets, DB's 
are constructed also to obey the strong equation 

{constraint, any phase-space function}D = O. (7) 

Thus, in the search for DDF's all we are looking for is a pair 
of variables, q and p, which are "conjugate" in the following 
schematic sense: 

{q,P}D = 1. (8) 

For our problem, the only nonzero DB's are calculated to be 
simply 

{ 
.} £; £(3) A j (x),17"'(y) D = UjU (x - y), 

{Ao(x),A;(y)}D = (1lm2)J;o(3)(x - y). 

(9a) 

(9b) 

The fact that {A; (x),li(Y)}D =30(x-y) already indi­
cates that the A; 's are three physically independent degrees 
of freedom. 

C. Reduced phase space (RPS) 

So we note that, in fact, one can take as the DDF's 

q;=A;(x), and pi=li(x), 

since, 

{ 
.} £ ·£(3) q;(x),pJ(y) D = ufu (x - y), 

thereby satisfying (8). 
It is possible to describe the dynamics on the reduced 

phase space (RPS) by a Hamiltonian on the RPS. In most 
cases which have been discussed in the literature, the Hamil­
tonian is in fact equal to the reduced Hamiltonian (i.e., one 
which is obtained from the full Hamiltonian by imposing the 
constraints strongly). This is also the case in the spin-l theo­
ry, but as we shall discover it is not true in the spin-2 theory. 
See Sec. II B 3. 

In reducing the full primary Hamiltonian we may cer­
tainly impose the constraints as strong equalities, for time 
evolution on the RPS will be given by DB's and they obey 
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(7). Hence, for the massive spin-l case, the reduced Hamil­
tonian in the RPS variables q, p is 

HI (q,p) = H';(q,p;X = 0). 

Since we have established that A ° cannot be a DDF we may 
use the constraint XO = 0, to remove rfJ, and Xl = 0 to re­
move A ° from the full Hamiltonian, i.e., 

AO(x) = (lIm2)(J;1f+A/,). 

The result is 

HI =H(q; =A;./=1f) 

= f d 3X[J.- 1T;1f + ~ (J;1f)2 + J.- J;AjJ;A j 
2 2m 2 

_ J.- (JA ;)2 + J.- m2AA; 
2' 2 ' 

+ ~2 (J;1f) l- A Aj;] + O(A 2), (10) 

where we have performed a few partial integrations, and 
have justified the vanishing of the surface terms. Note that 
the reduced Hamiltonian appears singular in the massless 
limit. The Hamiltonian equations of motion on the RPS us­
ing (9) and (10) are 

Joq; =JoA; (x) = {A; (X),H}D 

= 1T; - (lIm2)J;Jj li - (A Im2)JJ>' 

JrP;=Jo1f(x) = {1f(X),H}D 

= - [(m2 - V2)A; + J'djAj -Al]. 

D. Reduced configuration space and the m ... O limit 

Before we go on to study the m -+ 0 limit (which at this 
stage seems formidable), let us first decompose the fields 
into their transverse and longitudinal "helicity" compo­
nents. (See Appendix A.) 

The equations of motion become 

JoA T = 1TT, (lla) 

JoA f = [I - V2/m2]7Tf - (A Im2)JJ>' (lIb) 

Jo1TT = - [m2 - V2]A T + AiT, 

Jo7Tf= -m2Af+A.t. 

(llc) 

(lId) 

Now, without appealing to field redefinition, the RPS is 
clearly ill-behaved as far as the limit m-+O is concerned. 
However, one can say more than this by looking at the m-+O 
limit of the Lagrangian equations of motion in the reduced 
configuration space. The dynamics there would be given by a 
reduced Lagrangian derived from the reduced Hamiltonian 
via a Legendre transformation. But that requires solving 
(lla) and (lIb) for the 1T's, i.e., 

1TT = JoA T, (l2) 

7Tf = [1I(m2 - V2) l[ m2JoA f + AJJ{)]. (13) 

Taking the time derivative of (12) and (13) and substituting 
in (llc) and (V2 

- m2
) times (lId), respectively, gives 

(0 - m2)A T = - AiT, (14a) 

m2 (0 - m2)A T = - m2Ajf + AJAf· (14b) 
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So with A T representing two degrees, and A [see (A.2)] 
representing the third degree of freedom of a massive spin-l 
field, the second-order equations of motion become 

(0 - m2 )AT +AjT = 0, 

m2[(0-m2 )A +Aj] = AaJ, 

(15a) 

(15b) 

wherej= (1/V2)aJk
• Clearly the equations of motion fol­

lowing from a direct computation with the reduced action 
will be the same as ( 15) (see Sec. II E) which were derived 
by combining the corresponding Hamiltonian equations. 
Note the covariant expression on the right-hand side of 
(15b). 

It is now clear what happens to the two degrees offree­
dom A T, in the limit as m --+ 0; they simply go over to the two 
degrees offreedom of a transverse photon. See Eq. (5). 

The interpretation of ( 15b) in the limit m -+ 0 is perhaps 
more subtle. In the field theory interpretation, the classical 
equations of motion do not directly represent "physical" 
quantities. Rather, it is the S matrix which is considered to 
be physical, and the S matrix is insensitive to field redefini­
tions (such as rescaling of the fields). 

If we were to simply let m-+O in (15b), not only the 
source term j would drop out but also, the field A would 
become nondynamical in the absence of a kinetic term for it. 
Thus we see the well-known result that the massless field 
equations do not determine the longitudinal field, A f. What 
remains in (15b) is the statement of conservation of sources, 
a J = 0, seen here as a consequence of the longitudinal field 
equation. 

In order to see more directly what might be the contri­
butions to the S matrix, we could alternatively consider 
working with rescaled fields 

A = (m/ft)A and ir= (ft/m )1T, 

which give rise to a well-normalized propagator (with ft 
some independent mass scale). The resulting field equations 
derived from the Hamiltonian for the rescaled fields is 

(16) 

The S matrix is unchanged by such a field redefinition, but 
some of the implications of the longitudinal equations of mo­
tion are more explicit. In the limit m -+ 0, A becomes a freely 
propagating field, decoupled from the sources, which must 
be conserved in order that the limit exists. Thus although the 
conservation condition may be apparent in different ways 
(depending upon the redefinition of fields), nevertheless the 
contribution to the S matrix of the longitudinal degree of 
freedom of a massive spin-l field coupled to sources which 
are necessarily conserved in the limit m -+ 0 is zero in the 
same limit. 

E. Lagrangian formulation 

Here we will reduce the Lagrangian and not the action 
so as to avoid any possible addition of a total derivative 
which would lead to a canonical change of variables. We will 
briefly reinvestigate the conclusions of Sec. II C from the 
Lagrangian. Start from the full Lagrangian 

L(Ap,Ap)= J d 3x .!I'm, 
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where .!I'm is given by (6). 
We have shown that Ao is an unphysical degree of free­

dom. We therefore remove it from the full Lagrangian, using 
the X I constraint, in order to construct the reduced Lagran­
gian 

L I =L(Aj,Aj) = L(Aj,Aj;constraint = 0). 

The constraint, Xl = 0, from Sec. II B is 

aj~ - m 2Ao +Al = 0, 

where ~ is given by (2) 

~= _aOAj+a~o. 

Thus we can express A 0 in terms of the physical variables Ai> 
by 

AO= [1!(V2 -m2 )1[aj Aj -Al]. (17) 

The result is 

L 1= J d 3X[ - ~ apAjaPA j + m2AjA j - ~ (apajA j) 

X 1 (apajAj )] - m 2 (ajA j) 
V2 _m2 

where we have performed several partial integrations, and 
dropped a surface integral. In terms of the transverse and 
longitudinal variables we can write 

L I =L TI (A T,A T) + L L I (A L,A L) 

=L TI + L L I + "constants" 

with 

(18) 

L TI = J d 3X[ - ~ (apA TaPA Tj + m2A TA Ti) +AA i.r], 
LLI =Jd3X[ _ m

2 
(a A v

2 

2 p v2 _ m2 

X aPA + m2A 2 v
2 

2A) 
V -m 

and the final "constants" representing boundary integrals 
and terms quadratic in the sources. 

Field redefinition could be performed as in the Hamilto­
nian formulation but it will make no difference to physical 
quantities. We see that the S matrix will become independent 
of conserved sources in the massless limit. Note that in the 
derivation of L I, nowhere did we assume m =1= 0; so we can, in 
fact, set m=O to recover completely the massless theory. In 
that case only the final term remains in L I and source conser­
vation is again a consequence of the longitudinal field equa­
tion. 
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III. SPIN-2 

Here we shall follow the same steps as in the spin-! case. 
We will find that the spin-2 problem is somewhat different 
and even more subtle than the spin-l case. 

A. Them=Ocase 

Again we will start from the most orthodox Lagrangian. 
However, we will have to dabble with it to put it in a form 
most suitable for our objective; 

L'= J d 3x2'" 

= -Jd 3X[!J h JAhJ.lV_!J hJ.lJAh v 
2 A J.lV 2 A J.l v 

+ JJ.lhJ.lvJvh 1 - JJ.lhJ.lA.Jvh VA - KhJ.lv<I>I-'V] , 

where <PJ'v is the stress-energy tensor for the external, non­
dynamic, sources to which the spin-2 field hJ.lv is coupled. 
The canonical conjugate to hJ.lv according to L ' is 

tiL' 1T'J.lv= ___ _ 
ti(JohJ.lv) 

Thus the various components of 1T'J.lV are the appropriate 
coefficients in a generic variation of L '. In this way we obtain 

1T'oo = _ J.h lJ, 1T,lJ = JihJ.l - 2a.h ij, 
I J.l J 

1T'ij = Joh ij - 1]i jJoh Z + 1]ijJ khok ' 

The expressions for tr'oo and 1T'iO are constraints, since they 
do not contain time derivatives. At this point we perform a 
canonical transformation 1T' --1T, h I __ h, by adding a total 
time derivative to 2"', to obtain 

L = J d 3x 2" = J d 3x{2'" 

+ Jo[ h iO(Jih~ - 2ajhi) p. (19) 

Upon making certain that the various spatial surface terms 
that appear in tiL vanish, one has the new variables 

and 

tfXJ = 0, ~ = 0, 

tl j = Joh ij - 1]ijJoh Z + 2rl jJ khok 

+ Jih OJ + Jjh Oi. (20) 

The expressions for "fJ.l are the primary constraints 
(PC) and so we will use Dirac's weak equality 

IjP == 1Too :::::: 0, 

1j/=="fi::::::O. 

This is the form in which we would like the PC's to be. We 
shall therefore useL, and notL ' as the Lagrangian describing 
the spin-2 field. Clearly, the equations of motion for hJ.lv are 
unchanged, since the action is changed only by a "time" 
surface term. 

With these variables the canonical Hamiltonian density 
is, 
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JYc = Jt'vJohJ.lv - 2" 

= !1T'1T - !( 1f;)2 + 2tr'jJohij - Jih gJ ih~ 

+ !JihjkJ ih jk - ¥Jih~J ih ~ 

- (Jh)'(Jh) +JihijJjh~ -KhJ.lv<I>I-'v, (21) 

where we have introduced a notation which we will use 
throughout, viz, 

1T'1T = 1Tijtl j 

and 

(Jh)'(Jh) = (Jihij)(Jkhk)' 

The primary Hamiltonian is 

Hp = J d 3xJYp = J d 3x[ JYc + vo(x)t!p(x) 

+ vi(x)tf!(x)]. 

With the multipliers vo(x) and Vi (x), this is the time­
evolution operator. 

With some care one can take 

{hJ.lv(X),1T"T(y)} = ti(J.lti~)ti(3)(x - y) 

as the fundamental Poisson bracket. The secondary con­
straints are 

O::::::Jot/l = {tfXJ,Hp} = V2h: - Jijh ij + Kcl>oo==A 0, 

O::::::J#=={"fi,Hp} = Jjtlj + Kcl>0i==A i. 

There are no more constraints on the fields, for the conserva­
tion in time of the secondary constraints simply gives the 
expression for conservation of the sources, 

O::::::JoA. 0= {(V2h: - JiJjh ij),Hp} 

+ KJocl>oo = KJJ.l <1>1-'0, (22a) 

O::::::JoA. i = {Jjtr'j,Hp} + KJocl>°i = KJJ.l<l>l-'i, (22b) 

where in the first equation we have used Ai ::::::0. Note that 
conservation of sources is a necessity in the m = 0 case, just 
as in the spin-l case. Due to the gauge invariance of the 
theory [reflected by the arbitrariness of the functions, vo(x) 
and Vi (x)], all eight constraints are first class in nature, 

{t/JJ.l,t/Jv} = {t/JJ.l ,A. v} = {A. J.l ,A. v} = O. 

The dimension of the reduced phase space (RPS), ac­
cording to the discussion in Sec. II A, is 
[20 - 2 (8)] = 4 = 2 + 2, corresponding to two physical h 
fields, and two 1T fields, consistent with the dimension of the 
irreducible part (i.e., traceless) of the CD representation of 
the little group SO(D - 2) = SO(2). 

As discussed in Sec. II A, we can isolate these DDF's 
without having to fix the gauge explicitly; they are the com­
ponents of hJ.lv and Jt'v which Poisson commute with all of 
the constraints. As is well known, hIT and 1TIT (see Appen­
dix A) are the DDF's since 

{h TJ,t/JJ.l} = {h TJ ,A. J.l} = {1TiJ,t/I' } = {1TTr,A. J.l} = O. 

Of course, hIT is identified with the helicity ± 2 states of the 
spin-2 field. Since the IT operator is the unit operator in the 
IT subspace of the full phase space, 

{h TJ(x),~ir(Y)} = (Tn7Jti(3)(x - y), 
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means that hIT and 1TIT are a canonical pair. 
As in the spin-l case, the form of the reduced Hamilto­

nian would depend on the choice of the gauge; however, the 
second-order field equation for hIT is quite independent of 
that, i.e., 

DhJJ = -~JJ, 
where ct>JJ == (TT)~jct>kl' 

B. The m"¢O case 

(23) 

The choice of a mass term for the spin-2 field is even 
more diverse than for the free Lagrangian. A form sufficient­
ly general to allow the study of a class of theories is 

- !m2[ hJLyh JLY - ah ~h ~]. (24) 

It is well-known that 

a = 1 ¢:> pure spin-2 theory, 

a# 1 ¢:> scalar spin-2 theory. 

We shall discuss the physical contents ofthese two theories 
later. For now, let us say that the complete Lagrangian den­
sity for the massive spin-2 field is .2''' of ( 18) plus the mass 
term of (24). However, to put the constraints in their sim­
plest form we take the canonically transformed Lagrangian 
of (19), i.e., 

(25) 

1. a=1case 

As we shall see below, this case corresponds to a free, 
pure, massive spin-2. The primary constraints are unaffected 
by the mass term. We have 

;o==~o::::;o 

;i==~i::::;O. 

tl j
, too, is unaffected and is given in (20). 

The primary Hamiltonian becomes 

where the canonical Hamiltonian density JY'~ is, 

JY'~ = JY'c + ~m2[ hJLyh JLY - h ~h ~], (27) 

and JY'c is given in (21). 
Due to the lack of gauge invariance, the multipliers 

vo(x) and Vi (x) are no longer arbitrary and they will be 
found below. The time evolution of the PC's according to 
H'; gives us four of the secondary constraints, 

0::::; ao; ° = {~,H';} = - (m2 - V2)h: - aAh ij 

+ Kct>0o==po(x) , (28) 

o::::;ao;i = {~i,H';} = + ajtlj- m2hoi 

+ ~Oi==pi(X). (29) 

But there are more secondary constraints, 
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o::::;aopo = {[ - (m2 - V2)h: - aAh ij],H';} 

+ Kaoct>OO 

::::;m2[aihoi+!1f;] + KaJL ct>°JL==wo(x) , (30) 

where we have used (29) to put this constraint in a form 
suitable for our objective (taking linear combinations of con­
straints leaves the DB's invariant, and the reduced theory 
unaffected) . We also note that by an alternative use of pi ::::; 0, 
one can put (30) in a more "symmetric" form when com­
pared with (28), 

w'o(x) == !m21f; + ai/lf
j + K[ aJL cJ>I"0 - aict>lO] ::::;0. (31) 

The preservation of pi ::::;0 in time does not give a second­
ary constraint; instead, it tells us what the multiplier Vi (x) is 

o::::;ao/ = !mV(x) - m2[ ajh ij - aih~] + aJLcJ>I"i. 

Being a multiplier condition, this equation will be written as 
the strong equation 

!mV(x) = m2[ ajh ij - aih~] - KaJLcJ>I"i. (32) 

The time evolution of this multiplier condition gives no con­
straints, only the time derivative of Vi (x). At this point we 
note that 

(33) 

So in fact vi(x) is (two times) one of the velocities for 
which one could not solve, in the massless case, on account 
of gauge invariance. Here, however, it is determined by (32). 

Going on, we find the last of the secondary constraints, 

o-a WO = {m2(a.h Oi + 11f ),Hm} + Ka ct>0JL 
-." 0 I 2' P 0l-l 

::::;~m4h~ + K[!m~ + aJLavcJ>l"Y] ==rl(x) (34) 

where we have used (32) and (28). 
The preservation of (34) gives another multiplier condi­

tion, 

o::::;ao1/o = {~m4h~,H';} + !Km2ao~ 
+ KarAaycJ>I"Y 

::::; - ~m4vo(x) +im41f; + !Km2ao~ 

+ 3Km2a ct>0JL + Ka'" a cJ>I"Y Jl fYl' v , 

in which we have used (30). And this we write as the strong 
equation 

m4v (x) = Im41f + K[ Im2a ~ + 2m 2a ct>0JL ° 2 I j 0JL JL 

(35) 

Note that 

aohoo(x) = {hoo(x)Jl';} = vo(x), 

so vo(x) is indeed the other velocity [see (33)] which in the 
massless case was undetermined, but now is completely fixed 
by (35). 

This exhausts all the constraints and the multiplier con­
ditions. Here we list them again for later reference. The con­
straints are 

;o==~, 

;i==~i, 

Po= _ [m2 _ v2]h i-a .. h ij + Kct>oo 
- "1 ' 
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pi=Jjrlj _ m2h Oi + I($0i, 

OJo=m2[Jh Oi + 1r1,] + KJ <l>0ll 
- I 2 , J.L' 

and the multipliers 

(36d) 

(36e) 

(36f) 

mV(x) =2m2[ Jjh ij - Jih~] - 2KJIl <l>ill, (37a) 

m4vo(x)=!m4n1 + K[jm2Jo~ + 2m2JIl<l>°1l 

(37b) 

A brief discussion of these constraints and the multiplier 
conditions is in order. First, not all of the constraints are of 
the same type, and in the reduction process they will not all 
be treated in the same way: some simply set equal to zero 
some unphysical degree of freedom (examples, (; ° and t ), 
and others remove one degree of freedom in favor of another 
(example, pO, pi , OJo). And for the massive spin-2 theory, one 
of the constraints (r/) fits none of these categories. One 
might expect to use r/ to remove h 00 in favor of h: (and 
sources). However, the coefficient of h 00 in the action (and 
Hamiltonian) is exactly the constraint pO; so h 00 is the La­
grange multiplier whose variation enforces the pO constraint. 
Although one does not actively use the TJo constraint to re­
move h 00, it would be a mistake not to count it as a constraint, 
for its presence affects the dimension of the reduced phase 
space. 

According to the discussion in Sec. II A, the dimension 
of the reduced phase space is [20 - 1 (10)] = 5 + 5, corre­
sponding to five h fields and five 1T fields. We have used the 
fact that all ten constraints are second class [see (B2) ]. As 
expected, five is the dimension of the irreducible (Le., trace­
less) part of the CD representation of the little group 
SO (D - l) = SO (3), so we are, in fact, dealing with a pure 
spin-2 massive field. 

We can already notice that the implication of conserva­
tion of sources, in the limit m -0, is in contrast to what we 
have observed for the spin-l case. There, the two second 
class (SC) constraints of the massive theory became first 
class (FC) (the two constraints of the massless theory) in 
the limit m-O. And the multiplier condition of the massive 
theory became the expression for conservation of sources, 
which is essential in the massless theory. Here, in the spin-2 
case, the situation is best described with the aid of a self­
explanatory diagram (see Table I). 

At this stage it is possible to begin solving the con­
straints strongly for the variables that one chooses to remove 
from the Hamiltonian or the action. As indicated above, at 

TABLE I. This table illustrates the m-O behavior of the constraints and 
the multiplier conditions. (FC) and (SC) stand for first and second class, 
respectively. 

m~O 

eight (SC) constraints 
one (SC) constraint 
one (SC) constraint 
v; condition 
Vo condition 

m=O 

eight (FC) constraints 
a,,«I>,.o=o 

a"av«l>"v=o 
a,,«I>";=o 

0=0 
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times one has no choice (for example, ~Il = 0), but in cer­
tain cases there is no unique variable that one may call un­
physical. This can be seen in the pO constraint, which essen­
tially relates two scalar degrees offreedom. At first sight it is 
tempting to use this constraint to remove h:. Although al­
lowed, this is by no means the only possibility. One can de­
compose hij in a variety of manners (orthogonal or not) and 
then solve the constraint for one scalar piece of hij in terms of 
another. Evidently, in the presence of constraints of the type 
pO, there is no unique scalar piece of hij that one can call 
physical (or unphysical); in principle one has some freedom 
in the choice of the variable to be removed. 

Simplicity of the algebra might be a strong guiding prin­
ciple in the decision of which variable to remove. Another 
factor which may influence a decision is whether or not the 
prospective physical variables and their conjugates have 
simple commutation relations (of course, in the reduction of 
the Lagrangian where one is not at all interested in the conju­
gate variables this point is irrelevant). We also remark that, 
for some degree of freedom, the action may not reflect ex­
plicit Lorentz covariance. 

Since, in the reduction process, one has to use the con­
straints as strong equations, what is meant by "commutation 
relations" is, of course, commutation relations in terms of 
Dirac brackets [on account of (7) ], which we have comput­
ed in Appendix B. Thus, to proceed, we shall treat the con­
straints as strong equations and accordingly use DB's. Once 
we have the fully reduced Hamiltonian on the RPS, the 
Dirac brackets will, of course, be equivalent to Poisson 
brackets in the physical degrees of freedom. 

2. Reduced phase space (RPS) 

Thus we are looking for DDF's, q and p such that they 
obey the following schematic commutation relations: 

{q(x),P(Y)}D = 18(3)(X - Y), 

{q(x),q(Y)}D = 0 = {p(x),P(Y)}D' 

where 1 is an appropriate identity operator. It is clear that 
h 00 and h Oi cannot be physical, on account of ~ = 0, 
~i = 0, and the DB of (B5). Let us then concentrate on the 
i,j components. We can rewrite (B4) as 

{hij(x),rI"(Y)}D = {hij(x),rI"(y)} 

+ (2/3m4) [V2Lij + ~m2TJij] 

X [V 2T k
' - m2TJ k']o(x - Y), (38) 

where Lij and Tij have been discussed in Appendix A. No­
tice that 

(39) 

expressing the fact that, of the six degrees offreedom in h ij 
(or rI"), only five are independent (i.e., physical). This can 
of course be seen from the constraints, which can be mas­
saged to resemble the operators appearing in (38): 

[V2Tij - m2TJij] h ij + K<I>oo = 0, (40a) 

[V2Lij + !m2TJij]rlj + K[ JIl<l>°1l + Ji<l>°i] = O. (40b) 

We have already stated a number of considerations 
which will govern our determination of the RPS. We now 
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demand as an additional requirement, that the DDF's--{jij 
and pkl-satisfy 

{qij(X),pkl(Y)}D = 1~15(3)(x - Y), 

{qij(X),qkl(Y)}D = 0 = (Pij(X),pkl(Y)}D, 
(41) 

where we have yet to decide what 1 ~ should be. From (39) 
we see that 1 ~ must have rank-5. But we would also like it to 
be a constant operator, i.e., no factors of m. A choice which 
obviously meets these conditions is 

1~ = ~(15715) + 15:15;) - j1Jij1Jkl. (42a) 

Note that with this particular choice 

1~1 = 0 = 17:' (42b) 

Recall that qij represents only five of the six degrees of 
freedom in hij . We would like to write qij as a projection of 
hij , and similarly for i j in terms of tl j , i.e., 

kl ij - ij --*1 
qij = () ijhkl' P = () kilT , 

where () and 1J are projection operators of rank-5. With the 
choice (42a) we seefrom (42b) that q andp will be traceless, 

q~ = 0, p~ = O. 

Mindful of the considerations given above, we have been 
able to write down a variety of canonical pairs qij,pi j repre­
senting the physical degrees offreedom on the reduced phase 
space. Perhaps the simplest which can easily be shown from 
(38) to satisfy all of our requirements are 

qij = hij - Lijh Z = [~(15715) + 15:15;) - L ij1Jkl] hkl' (43) 

and 

pij = tl j - ~Tij1T{ = U(I5~I5{ + 15}15i} - !Tij1Jkd rl'/. (44) 

We can decompose the q andp of (43), (44) [see (A.3)] as 
TT TL T2L (45 ) qij = qij + qij + qij , a 

corresponding to 2,2, and 1 degree offreedom, respectively. 
Similarly 

TT TL T2L (45b) Pij =Pij +Pij +Pij . 

In terms of the various projections of hand 1T, we can 
write (see Appendix A) 

qil = h TJ = (Tn7jhk/> 

q~L = h ~L= (TL)7jhkl , 

q~2L=H Tij - 2Lij] Tklhkl=l= (T2L)~hkl' 
TT TT-(Tnkl Pij = 1Tij = ij1Tkl' 
TL TL_ (T'L)kl Pij = 1Tij = ij 1Tkl' 

p~2L= _ H Tij - 2Lij] L kl1Tkl =1= (T2L )7j1Tkl' 

(46) 

Note the lack of symmetry in qT2L and pT2L, which is simply 
a consequence of the lack of symmetry between (40a) and 
( 4Ob). We point out that the choice of degrees of freedom 
used here (of hand 1T) is equivalent to an initial choice made 
by previous authors.3 

Before attending to the matter of reduction, we stop to 
elaborate on the meaning of a reduced Hamiltonian. In con­
trast with reduction of the Lagrangian, for the Hamiltonian 
the reduction can be subtle. First, we give a general discus­
sion of this subtlety; and then as an application we specialize 
to the case at hand. 
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3. On Hamiltonian reduction. General considerations 

The concern of this section is with the claim that a re­
duced Hamiltonian is not necessarily the Hamiltonian on 
the RPS. To elaborate, we start by more carefully defining 
each term. 

A reduced Hamiltonian for the RPS variables q and p is 
the function which one obtains simply by setting the con­
straints equal to zero in the full Hamiltonian, i.e., 

HI (q,p) =.H(q,p; constraint = 0). 

A reduced Lagrangian would be defined in a similar way 

L I (q,q) =L(q,q; constraint = 0). 

And, of course 

H(q,p; constraint) =pq - L(q, q; constraint), 

where p = I5L /15q. Hence 

HI(q,p) = (pq)lconstraint=o -L(q,q). (47) 

But for a function H(q,p) to be a true Hamiltonian for 
the q,p variables, one must be able to write 

H(q,p) = pq - L(q,q), (48) 

for only then will the extremization of the action Nt L(q,q) 
give rise to the Hamiltonian equations of motion 

q = I5H(q,p) , P = 
I5p 

I5H(q,p) 

I5q 

Equation ( 47) defines a reduced Hamiltonian, and (48) 
is the definition of a Hamiltonian for the q,p variables (i.e., 
RPS variables). Now, in general 

(pq) I constraint = 0 =1= (pq), 

whereas, by definition L(q,q) = L I (q,q). Hence the state­
ment mentioned above-that the reduced Hamiltonian may 
not be equal to the Hamiltonian on the RPS. 

At this stage we might consider doing one of two things; 
we can· find a "new" RPS, q and p, with 

q = q(q,ft) , p = p(q,ft) , 

such that 

(P(q,ft)q(q,ft))lconstraint=o = pq, 
modulo constant terms. Then, the reduced Hamiltonian will 
be the Hamiltonian for the new RPS variables q and p, i.e., . 

H(q = q(q,ft),p = (q,ft») = pq - L(q,q). 

On the other hand, we can simply compute 
(pq) I constraint = 0 as 

(pq) I constraint =0 =pq + f:Jl(q,p). (49) 

Here, the Hamiltonian for the reduced variables q and p will 
be 

H(q,p) = H I (q,p) - AH(q(q,p),p), 

wheref:Jl(q(q,p),p)isdejinedby (49) andq=q(q,p) isob­
tained from the inversion ofp = I5L(q,q)/l5q. 

This concludes our general discussion on Hamiltonian 
reduction. Next we illustrate these points with the examples 
which concern us in this paper. 
Examples Spin-l (see Sec. II): In this case we have 
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J d 3
x(1T"A i )lconstraint=0 = J d 3

x(1T"Ai ) 

== J d 3
x(iqi)' 

So, in fact, here is a trivial case where the reduced Hamilto­
nian is equal to the Hamiltonian on the RPS spanned by the 
variables qi ==Ai and i == 1T". This is a result which we have 
already used in our treatment of the spin-l theory. 

Spin-2 (see Sec. III B 1): Here the presence of the con­
straints (40) changes the situation. With (43) and (44) 

these constraints can be written as 

m2 
i K 00 

(L·q)+VZhi-VZ<P =0, (50) 

(Lop) +! m: 1f; + -;. (a,.. <po,.. + ai<pOi) = 0, 
2 V V 

(51) 

where Loq stands for Lijqij, etc. Again by using (43) and 
(44), we can write 

J d 3
x(1T·h)lconstraint=0 

J 3 .. 1 .~ k 
= d X(P" + 2 T'l k )aO(qij + Lijh k) I constraint = ° 

= J d 3x{(pq) + ;2 [(L'p)ao<POO 

+ (L·q)(a,..<p°'" + ai<POi)]), (52) 

where we have used the constraints (50) and (51) to remove 
the three-traces from the first equation. We can rewrite this 
equation as 

= J d 3X[i j - ~ (T - 2L)ij(a <po,.. + ak<POk)] 
3m2 ,.. 

xao[ qij - 3:2 (T - 2L)i j <P00
] + "constants," 

where "constants" refers to a term of order (K) 2 and a spatial 
boundary term resulting from a spatial partial integration. 

Now, modulo constant terms, this is precisely of the 
form S d 3x(jrq), with 

qij ==qij - (K/3m2)( T - 2L )ij<POO
, 

Pij==Pij - (K/3m2)(T - 2L)ij(a,..<p°'" + ak<P°k). 

So the reduced Hamiltonian H I(q = q(q), p = pep») is the 
Hamiltonian on the RPS as defined by q and p. 

Rather than using these shifted variables we may also 
use the "old" variables q and p and then the Hamiltonian for 
these variables is 

H(q,p) = H I (q,p) - all( q(q,p),p), 

whereH I (q,p) is the reduced Hamiltonian, and !:J.H(q,p) can 
be read off from (52), i.e., 

!:J.H(q,p) = J d 3X ;2 [(L'p)(ao<p°o) 

(53) 

To find q = q(q,p) one could calculate p = DL(q,q)/8q and 
invert the resulting expression. However, since all we need in 
(53) is the relation between (L'q) and (Lop), we can take a 
shortcut. First, note that (20) implies 
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1f; = -2aoh: +4a ihoi ' 

Then by using (36e) it follows that 

aoh: =!1f; - (2K/m 2)a,..<p°"'. 

Taking ao of (50) and combining with (51) we find that 

L·q=L·p. 

The final expression for the Hamiltonian in the q,p RPS be­
comes 

(54) 

with H I (q,p) being the reduced Hamiltonian, to be comput­
ed in the next section. Curiously, !:J.H = 0 if the sources are 
conserved. 

4. Reduced Hamiltonian and equations of motion 

Having demonstrated the significance for the complete 
theory of the reduced Hamiltonian, we now turn to its com­
putation for the spin-2 case. We begin by consecutively im­
posing the constraints of (36) for a systematic reduction of 
the Hamiltonian in (26). 

Imposing the constraints; ° and ;i simply reduces the 
primary Hamiltonian back to the canonical Hamiltonian of 
(27), thereby eliminating the need for the multiplier condi­
tions. We shall keep (36c) until the last stage ofthe reduc­
tion. / is used to remove all h Oi dependence. WO combined 
with pi give the "1T analog" of the pO constraint which we 
have already listed in (31). This, too, we shall keep for later 
application. And, as we indicated in Sec. III B 1, the r/ con­
straint which might be expected to remove h 00 in favor of h : 
(or eventually L'q) and sources, is completely passive; the 
coefficient of h 00 in the Hamiltonian (and Lagrangian) is 
precisely the pO constraint. The resulting partially reduced 
Hamiltonian is 

J d3X[!1T'1T-!(1f;)2+~ (~).(~) + ~ 1T"jai<PjO 
2 4 m m 

+! h· (m2 - V2)h +! h ~(m2 - V2)h! 2 2 I , 

- (ah)' (ah) - Kh :<poo - Kh'<P], 

where a constant term of order (K)2, and boundary terms 
resulting from spatial partial integrations have been 
dropped. 

In working towards a fully reduced Hamiltonian [i.e., 
H I (q,p) ] we can now use the definition of ( 43) and (44) to 
write 

hij = qij + Lijh ~, 1Tij = Pij + !Tij~' 
The result is 

J [1 1 ~ 12K .. 
d 3x - p'p - -(L'P) 1Tk + -2 (ap)' (ap) + -2 p"ai<PjO 

2 2 m m 

+! q' (m2 _ V2)q + (Loq)(m2 + V2)h ~ - ((Jq)' (aq) 
2 

+ m2(h:>2 _ Kh :(<poo + L'<P) - Kq.~, 
where again spatial partial integrations have been performed 
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at will, and we have used r/; = T· q + L· q = O. The remaining two constraints, pO and w'o, which we have delayed using until 
now, are given in a suitable form in Eqs. (50) and (51). These can now be used to remove h : and~ in favor ofL-q andL-p, re­
spectively. The resulting reduced Hamiltonian is 

HI (q,p) = f d 3X{ ~ p'p - (L'P)( :: )(L'P) + (~2 )(ap )' (ap) + (;2) [<L'p)(a/L<I>°/L + ai<l>°i) + 2i
j
ai<l>p] 

+ ~ q' (m 2 
- V2)q - (L'q) V2(L'q) - (aq)' (aq) + K(L'q) [<1>00 + (::) L'<I>] - Kq'<I>}. 

As previously, terms of order (K)2 have been dropped in the above. 
As discussed in Sec. III B 3 the true Hamiltonian for the RPS variables q and p is given by (54). Thus 

H(q,p) =HI(q,p) - f d 3x ~~ (L'p)(a/L<I>°/L) 

= f d 3X{ ~ p'p + (L'p) (::) (L'p) + (~2) (ap)' (ap) + (;2) [ - (L'p)ao<l>OO + 2i
j
ai<l>p] 

+ ~ q'(m2 _V2)q_ (L'q)V2(L'q) - (aq)·(aq) +K[(L.q)(<I>oo+(::)L'<I»-q'<I>]). 

This expression becomes much more transparent if we decompose all of H(q,p) according to the scheme used in (45); i.e., 

H(q,p) =HIT(qIT,pIT) +HTL(qTL,pTL) +HT2L(qT2L,pT2L), 

where 

HIT(qIT,pIT) =HITI = f d 3X[ + pTT.pIT + + qIT. (m 2 
_ V2)qIT _ KqTT'<I>IT] , (55a) 

HTL(qTL,pTL) =H TL 1= f d 3X[ ~ pTL.( 1 - :: )pTL + ~ ilL ai<l>p + ~ m2qTL'qTL - KqTL'<I>TL ], (55b) 

H T2L(qT2L,pT2L) =H T2L I = f d 3X[ + pT2L'p T2L - ;2 (L 'pT2L) (ao<l>OO + 2 ai<l>°i) 

+ ~ qT2L. (m2 _ V2)qT2L + K(L.qT2L)( <1>00 + (::) L'<I» - KqT2L'<I>T2L l (55c) 

Even though this is the most manifest form of the Ham­
iltonian on the RPS, it might be discomforting to see a 
[m 2

] - 1 appearing in (5 5b) and (5 5c ). There are several 
reasons for why this m dependence is not a serious problem. 
First, as we shall see, when the second-order equations of 
motion are constructed, [m 2

] -I will often be the coefficient 
of a term containing some form of the expression for the 
conservation of sources. Then, for conserved sources the sec­
ond order equations of motion will not contain [m 2

] -I. Sec­
ond, the form of (55) is certainly dependent on what vari­
ables the constraints are solved for in the reduction process. 
But as we have already argued, it is only the invariant S­
matrix elements which are physically relevant. The require­
ment of a nonpathological Hamiltonian (i.e., no [m2

] -I) 

was not one of our criteria in constructing a reduced phase 
space. Nor is it necessary, for one can always redefine the 
fields in (55) to make the [m 2

] -I disappear. With the free­
dom offield redefinition at our disposal, it is only the way the 
physical quantities scale under the scaling of the fields which 
really concerns us. We shall return to this point later. 

The Hamiltonian equations of motion for the various 
components of q and p are given by 
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q = {q,H}D' P = {P,H}D' 

whereH is as in (55). Due to the orthogonality of the decom­
position (45), only HIT contributes to qIT and pIT. Similar­
ly for the other components of q and p. We obtain 

qi! = Pi!, (56a) 

q~L = (1- V2/m2'p~L + (2K/m2)(TL)~Jak<l>lO' (56b) 

q~2L = p~2L _ (K/m2)( T2L)~JLkl(ao<l>oo + 2Ji<l>°i) , 
(56c) 

Pi! = - (m2 - V2'!Ji! + K<l>i!, (57a) 

P'TL = _ m2q1'.L + K<l>TL (57b) 
IJ IJ IJ ' 

P· 1'.2L = _ (m2 _ V2)q1'.2L _ K( T2L)kl 
I] IJ '1 

5. Reduced configuration space and the m--0 limit 

The second-order equations of motion for qIT are quite 
straightforward to obtain. Solving (56a) for pJ! and substi­
tuting in (57a) gives 

(0 - m2)qJ! = - K<l>J!. 
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In terms of h J7, (46) gives (0 - m2)h J7 = - K<t>J7. 
The discussion of the limit as m -+ 0 of qTT is similar to. 

that of A T in the spin-l case. The equation of motion for qTT, 
in the limit m-+O, is equal to the equation of motion for h TT 

[i.e., a massless spin-2, see (23) J. SO we can say that the IT 
degrees offreedom of a massive spin-2 field smoothly go over 
to the IT degrees of freedom (helicity ± 2) of a massless 
spin-2 field. 

The two degree of freedom in qTL behave as the one 
degree of freedom A L did in the spin-l case, with certain 
subtle differences. Equations (56b) and (57b) resemble 
their spin-l analog (lIb) and (lId). Thus we shall treat qTL 
in a similar fashion (see Sec. 11 C), i.e., solve (56b) for pTL, 
take its time derivative and substitute the results into 
(V 2 _m2

) times (57b). We get 

m2 (0 - m2)q~L = - m~~L + 2K(TL)t'akalt <f>!t. (58) 

In terms of h ~L, (46) gives 

m 2 (0 - m2)h ~L = - m2K<I>~L + 2K( TL)t'akalt <f>!t. 
On letting m -+0 in (58) we find that qTL becomes nondyna­
mical (in the absence of a kinetic term), decouples from the 
TL part of the source, and leaves us with 

(59) 

Already, there is one crucial difference compared with 
the spin-I result. In spin-I, conservation of sources (being 
only one algebraic equation) could be derived from the m -+ 0 
limit of the equation of motion for A f (being only one degree 
of freedom). In spin-2, conservation of sources, a It <l>ltv = 0, 
imposes four independent conditions. The m -+ 0 limit of the 
qTL (representing two degrees offreedom) equations of mo­
tion gives (59), which is effectively only two algebraic con­
ditions placed on the sources, since the operator (TL) is of 
rank 2. Actually, the set of equations in (59) is essentially 
equivalent to two conservations, Tikalt <lY'k = O. There is still 
one remaining degree of freedom qT2L for which the limit 
m-+O must be considered. As we shall see, its equation of 
motion can place at most one algebraic condition on the 
sources. In recognition of the condition imposed by the qTL 
equation, we might anticipate its longitudinal complement, 
alti<lY'i = O. In any case, based on the fact 3#4, it cannot be 
possible for the m -+ 0 limit, of the equations for the resulting 
three unphysical degrees offreedom, to imply all four ofthe 
conservation conditions. In fact, with the particular degrees 
offreedom which we have used for the massive theory, not 
even three (strict) conservation conditions can be implied in 
the limit m-+O [see (63) J. 

As in the spin-I case, introducing a rescaled field which 
becomes freely propagating in the massless limit will not 
alter any physical consequences of the theory, even though 
the rescaling may be singular in the massless limit. Thus, 
regardless of such rescaling, one can see, in the limit m -+ 0, 
that the contribution to the S matrix is zero for the TL part of 
a spin-2 field (two degrees of freedom) coupled to sources 
which are conserved [or even not conserved, but satisfying 
(59) J. 

Next we turn to the remaining degree of freedom, repre­
sented by qT2L. Its equation of motion is 
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+ ~ (T2L)tl Lk,(altav<lY'V). (60) 
m 

Before considering the behavior of ( 6) as m -+ 0, let us turn it 
into a more covariant expression. The degree of freedom, 
qT2L, represents a scalar. From (46) we can identify this 
scalar as 

(T'h) =j( T - 2L) 'qT2L. 

Hence mUltiplying (60) by ~ ( T - 2L )ij, we have 

(0-m2)(Th)= -KT·q>+j~ 

- (2K/3m2) (altav<lY'Y). 

(61). 

(62) 

There is one important difference between (60) and Eq. 
(58) for qTL, and that is the appearance of [m2 J -I in (60). 
This is exactly reminiscent of the difference between (I5b), 
for the scalar in the spin-I theory, and (16) for the rescaled 
field. As the latter case, there is here a condition, viz., 

altay <lY'Y = 0, (63) 

which must be satisfied for the massless theory to exist. Al­
though it is one algebraic equation and it certainly holds for 
conserved sources, Eq. (63) is weaker than a conservation 
condition. 

Clearly, even for altay<lY'Y = 0, (T'h) is coupled to Tq> 
and ~. One can easily demonstrate a useful identity relating 
altay<lY'Y, T·q>, and <I>~; 

T·t/> =~ - (lIV2 )(a
lt
ay <lY'Y - 2arPltq>01t 

+ (l/V2)Dq>OO. (64) 

The presence of the term 0<1>00 suggests the following field 
redefinition as a means of obtaining a more covariant field 
equation, 

h= T·h + (K/V2)<1>00 = (m2/V2)h;. 

Then, (62) becomes 

(0 _ m2)h = K[ _ m
2 

q>oo _1<1>1' + 3m
2 

- 2V
2 

V2 :1 It 3m2V2 

X (altay<lY'V) - ~2 (aciJltq>OIt)], (65) 

and it is the field equation for the rescaled trace. Again, the 
discussion of the m -+ 0 limit is possible only if a ltv <J>f.tv -+ O. 
And even with totally conserved sources, we still have 

Oh = - (K/3~, as m-+O. 

In contrast to the situation for h TL, which became decoupled 
from conserved sources in the massless limit, the scalar de­
gree offreedom remains coupled to <I>~. It is the attractive 
force due to the exchange of such a scaler (coupled to 
sources) which is the cause of the discontinuity in the m-+O 
limit. 

In the scattering of two slow-moving massive conserved 
sources q>ltV and q>~v (i.e., <I>~ #O#q>~), the requirement 
that Newton's law should follow for both the massive and 
the massless exchange of a spin-2 field, gives the following 
relationship between the coupling constants [1,3 J: 

~(m) = ~~(m = 0). (66) 
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The factor ~ is simply a result of the exchange of the scaler h 
[see (65) ]. So even if one of the sources is a massless object 
satisfying ~ = 0 (e.g., light), the result of the scattering 
will still be different due to (70). In this case we could insist 
on ~ = 0 and the continuity of the scattering amplitude. 
But then, clearly, the massive and massless cases will give 
rise to different Newtonian limits. "A discontinuity" is in­
evitable. 

Concerning conservation, we already know from Table 
I that, for consistency, the r/ constraint requires the condi­
tion aJl.a,,¢Y"v = 0 for the massless theory. But it is also ap­
parent from the table that the 0)0 constraint requires the con­
servation condition, aJl. cf>Jl.O = 0, in the limit m ..... O. Together, 
these two conditions do give the longitudinal conservation 
equation aJl.ai¢y"i = o which we had expected to obtain from 
the limit of the field equation for the scalar degree of free­
dom. In this manner we see that the 77° constraint does playa 
role, even though it was not used in the construction of the 
Hamiltonian for the RPS. 

We summarize. Of the five degrees of freedom repre­
senting a massive spin-2 field (IT + TL + T2L), as m ..... O 
the IT part (two degrees of freedom) smoothly goes over 
the IT degrees offreedom of a massless spin-2 coupled to the 
ITpart of the sources. The part h TLbecomes nondynamical, 
decouples from the sources, and leaves behind the require­
ment that 

(TL )~lakaJl. <J>It = 0, 

equivalent to two of the conservation conditions on the 
sources 

TikaJl.¢y"k=o. (67) 

Similarly, the massless limit of the qT2L (- T'h) field equa­
tion requires the condition 

afta,,¢Y"v=o, (68) 

but the field is still coupled to sources. A redefined field h has 
a purely covariant coupling to sources provided the addi­
tional condition 

where, again, we have dropped the boundary terms. Note 
that the [m 2

] -1 dependence occurs only in the last term, 
which is independent of the fields and automatically gives 
the conservation condition aft ¢y"0 = 0 as a regularity re­
quirement in the massless limit. 

For the sake of exposition, we shall carry out the next 
stage of the reduction with a decomposition slightly different 
from that used in the Hamiltonian section. We write 

hij = hij +h~x, 

where h ij is the transverse part of hij' 

h ij = hij - 2L Zihj}k + LijL'h, 
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(69) 

is imposed. The coupling gives a nonzero contribution to the 
S matrix except for sources which are traceless: 

cf>~ = 0, (70) 

but the massive and massless theories will still have different 
Newtonian limits. Letting m ..... O in the constraints provides 
the remaining conservation conditions and ensures that Eqs. 
( 68) and (69) are satisfied in the limit. 

6. Lagrangian formulation 

Some of the conclusions arrived at from the reduced 
Hamiltonian in the previous section are more transparent 
from the reduction of the Lagrangian. The process of the 
reduction ofthe action was described in Sec. II E. 

The full action is 

where!fm is given in (25). The constraint (36d) 

a.tfj - m 2h Oi + K<l>0i = 0 
J ' 

with tfj given by (20) leads to 

(V2 _ m2 )h oi _ a iajh OJ _ aOajh ij + aOih~ + K<l>0i = O. 

The constraint (36e) with tf; found from (20) gives 

a.h Oi = aOh i + ~ cf>0Jl. , 'm2 ft . 

Substituting in (71) gives, 

hOi = 1 (aaa. h ij + K<l>0i + ~ a iaftcf> ) m2 _ v2 J m2 Oft . 

(71) 

This will be the only source of [m 2
] -1 in the fully reduced 

Lagrangian. 
Before proceeding, we write down the partially reduced 

action, with h Oi removed, using the above, and h 00 removed 
as the multiplier of the constraint pO, 

and is related to the previous decomposition by 

h ij = h J7 + !TijT·h. 

The part h ~x is longitudinal 

h~x =a(i~)' 

in which the vector Xi is given by 

Xi = (a j/v 2
) (hij - ¥-ijL·h). 

(72) 

Its transverse and longitudinal components are related to the 
previous decomposition by 

and 
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For the independent physical degrees offreedom we use 

Qij = h J7 + h ffx, 

expressed in terms of h J7 and the vector, Xi' Then the pO 
constraint allows h : to be removed via 

h: = [1I(V2 - m2 )](2V2aiX
i - K<l>0o). (73) 

The fully reduced Lagrangian is, using a self-explanatory 
notation, 

Again, we collected boundary conditions and terms quadrat­
ic in the sources as constants. The kinetic term has been split 
into transverse and longitudinal components for ease of rec­
ognizing the contributions from the propagator and the ver­
tex in the S matrix. Notice now that the remaining three 
conservation conditions a" <I>"i = 0 follow immediately in 
the massless limit, once we realize that J" <1>"0 = 0 is re­
quired, in the limit by the source terms which we have sup­
pressed above. The coupling of the scalar degree offreedom 
to the sources will again give a nonzero contribution to the S 
matrix. As previously, covariant coupling to conserved 
sources can be studied, in the limit, in terms of the trace from 
(73) and its relation to h in (65). 

c. a#-1 case 

We end the massive spin-2 discussion by making some 
comments about an alternative mass term, one where a#- 1, 
which is interesting for several reasons. First, it is important 
because, with a#-l, the discontinuity disappears. However, 
the theory is unphysical due to the presence of negative ener­
gies (ghosts). Second, in the case of a = ! (which is included 
in a#-I), the mass m has been thought of (loosely) as com­
ing from a cosmological constant, for the Lagrangian (25) 
becomes the linearized form of the Einstein-Hilbert Lagran­
gian plus a cosmological constant, arbitrarily evaluated on a 
flat background. Finally, the structure of the constraints is 
sufficiently different to warrant a comparison with the a = 1 
case. We shall not attempt to give a complete analysis for 
a#-1 since it is an unphysical theory, but we highlight some 
differences and similarities with the analysis given above. 

For the Lagrangian we take (25), but now with a#-l. 
The Hamiltonian (27) changes accordingly. The constraints 
are now 

1fO;::::0, (74a) 

~~~ (m) 
_ (am2 _ V2y,: _ Jijh ij _ m 2( 1 _ a)h 00 + K<l>00;::::0, 

(74c) 

(74d) 
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L(Q,Q) =L IT +LKX+"constants," 

where 

LTT = - f d 3xHa"QJ7a"QITij 

+ m2Q IT. Q IT _ KQ IT. <I> IT } , 

and 

with the multiplier conditions 

m2(1 - a)vo = ! am2r1; - m2(1 - 2a'iJih Oi + KJ" <1>0", 
(75a) 

m 2vi = 2m2(J.h ij _ aa.h") _ 2Ka <l>"i 
J I " ". 

(75b) 

At this point it may seem that there is a discontinuity in 
the a- 1 limit since Vo becomes undetermined by (75a). As 
far as the constraints are concerned the a -+ 1 limit is in fact 
smooth; (74c) goes over to (36c); the vo-multiplier condi­
tion becomes the constraint in (36e) and its evolution gives 
rise to the constraints (36e) and (36f). The remaining con­
straints and multiplier conditions are already the same. Note 
that, as in the spin-l case, the multiplier conditions are the 
ones that in the m-+O limit precisely give rise to the state­
ment of conservation, a" <I>"V = O. 

All the eight constraints are second class. Therefore, the 
dimension of the reduced phase space is 
[20 - 1 (8)] = 12 = 6 + 6, corresponding to six h 's and six 
1T's. Six is not the dimension of any irrep of the little group 
SO (D - 1) = SO ( 3 ). Thus we can not identify the field h as 
a pure spin-s field, but it can represent an admixture of spin-2 
(five degrees offreedom) and a scalar. 

In contrast to the a = I case (where we did not have to 
remove h 00 directly), here we have to use (74c) to remove 
h 00 strongly. Here hOi is removed by (74d), and Tf" by 
(74a), (74b). So, we can identify all ofhij with the six above­
mentioned DDF's. This can also be seen from the structure 
of the DB's of this theory, 

{hi/x),JT"I(Y)}D = {hij(x),JT"I(y)h 

= 8Z/j~)83)(X - y), 

in contrast to (B4). 

(76) 

This makes the situation exactly analogous to the spin-l 
case [see (8) ]. Even the subtleties of Sec. III B 3 are irrele­
vant here, since there is no constraint analogous to (36c). 
Given this similarity we can immediately see that again the 
1Tpart of hij goes over to a 1Tmassless spin-2 field, and the 
remaining four degrees offreedom couple to the four condi­
tions a" <I>"v and therefore decouple from conserved sources 
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completely. Hence, for a# 1, there is no discontinuity as 
m-+O, but as the theory is plagued with a negative-energy 
scalar (which can be easily seen from the action; also see Ref. 
3), we shall not pursue this investigation further. The struc­
ture of the DB in (76) is sufficiently simple for one to arrive 
at the conclusions we have given here without any explicit 
calculation. 
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APPENDIX A: AN ORTHOGONAL DECOMPOSITION 

In this section we will define our decomposition. 
The identity element is orthogonally decomposed as, 

£i Tj +Lj . TjL k 0 
Uj =,. i' I.e., i j = . 

Both T and L are idempotent, 
"k k "k k nTj=Tp L{Lj=L i· 

Note the transverse property, JjT~ = O. A particular repre­
sentation of these operators is 

T~ = 8{ - (1/V2)JiJj, L~ = (1/V2)JiJj. 

The ranks are 

T i-TjC:i - 2 Li-Lj£i - 1 
i = ,OJ -, i = "Uj - • (AI) 

A three-vector Ai is decomposed accordingly, i.e., 

Ai = 81Aj = (T{ +L~)A/=AT +A f, 
whereA T = T{Aj andA f = L{Aj are the transverse and lon­
gitudinal components of Ai' Equation (A 1) implies that A T 
has two, and A f has one degree offreedom. The latter, being 
longitudinal, can be written as 

A f-=JiA, (A2) 

where A is a scalar, representing the one degree offreedom in 
A f. From (A2) we have A = (l/V2)JiAi. 

We decompose a symmetric rank-2 three-tensor hij or­
thogonally as, 

hij = 87i8;) hkl = [T7i + L 7;] [T;) + L;) ] hkl 

= h JJ + h ~L + h ~2L + ~llijh Z, 

where h ~T = (TT)~hkl' etc. with 

(TT)7; = ~(nTJ + T~T; - TijTkl), 

(TL)kl = l(TkL I + TIL k + TIL k + TkL I) 
IJ 2 I} I} J I } " 

(T2L)7; = i( T;j - 2Lij)( Tkl - 2L kl); 
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the ranks are 2, 2, and 1, respectively; and they are calculated 
as 

kl £" . 
(TT) ijU~kc5\) = 2, etc. 

These ranks correspond to the degrees of freedom of h TT , 

hTL , and hT2L , respectively. Of course, in this decomposi­
tion, the trace h : carries the sixth degree of freedom. 

The "identity operator" of (42), written as a matrix, 
decomposes orthogonally as 

1 = (Tn + (TL) + (T2L), 

which is why we chose the decomposition put forward in 
Sec. III B 2. This induces the following orthogonal decom­
position for the q, p of ( 43) and (44): 

q = qTT + qTL + qT2L, 

P = pTT + pTL + pT2L, 

where qJJ -= ( TT)7;qkl' etc. 

(A3) 

Here qTT, qTL , and qT2L carry two, two, and one degrees 
of freedom, respectively, giving the five degrees of freedom 
of q. Similarly for p. In the main decomposition used in Sec. 
III, although qTT = hTT and qTL = h TL, qT2L #hT2L. Simi­
larly for p. 

APPENDIX B: DIRAC BRACKETS 

Here we shall construct the DB's of the a = 1 massive 
spin-2 field. The procedure of constructing the DB's is as 
described in Sec. II B. Although, when one has many con­
straints, an iterative process can be used to construct the 
DB's, we find it more expeditious to compute the whole ma­
trix ofPB's of the constraints tl. and then invert it all at once. 
The details of the algebra are not important, except to note 
that a remarkable simplification occurs in the inversion of 
this matrix. 

The matrix tl. is a matrix of differential operators acting 
on a Dirac delta function. Thus, in general, the equation 

f dztl.(x-z)·tl.-I(z-y) = 18(x-y), (Bl) 

is a partial differential equation for the elements of the ma­
trix tl. - I, whose solution depends on appropriate boundary 
conditions. However, the wonderful feature of our tl., given 
in (B2), is that all terms involving differential operators act­
ing on elements of tl. -Ion the left-hand side of (B 1) cancel, 
leaving us with an algebraic equation to solve for the elements 
of tl. - 1 without any worry about the boundary conditions 
I this is why there does not appear any sign function in tl. -I 
in (B3) as one might otherwise expect] . 

The constraints, listed in the order of (36), give for the 
matrix of their PB's 
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0 o o o 
0 

0 0 
0 

0 
.6. (x - Y) = 0 -1 

0 -1 

0 -1 

0 a2 a3 

3m 2 0 0 

o o 

-2al 
-WI 
-2a2 
- 2a3 
-X 

0 3m2a l 

o o o 

o 

o 
o 

3m2al 

3m 2a2 

3m 2a3 

~m4 

o 
(B2) 

The notation is a I83)(x - y) = (a lax)lP)(x - y), etc. HereX==3m2 - 2V2, and all vacant slots are zero. Note that all ten 
constraints are second class in nature. And, according to (B1), 

o - 2V2al - 2V2a2 - 2V2a3 - Y 0 0 0 0 - 1 

- 2V2al 

- 2V2a2 0 
- 2V2a3 

.6.- I (x-y) = Y 
0 -ZI 2al2 2a13 

0 2al2 -Z2 2a23 
0 2al3 2a23 -Z3 

0 -2al - 2a2 - 2a3 
1 0 0 0 

X (_2_)8(3) (x _ y). 
3m4 

The notation is 

aij ==aA, Zi == 3m2 - 'li)iai (no sum over i) 

and Y==V2 + ~m2. Using the definition of the DB (Sec. II B) 
we get 

{hij (X),1T"I(y) h 
= {hij (x),1T"I(y)} - (2/3m4) 

X [aA +! m4q;j] X [aka l + (m2 - V2}7Jk/] 

X83)(x - y), (B4) 

{hij(x),hodY)}D = (2/3m4)[ aAak 

- (3m2/4)(TJik aj + TJjkai) 

+! m4qijak ]83)(x - y). (B5) 

All other nonzero DB's can be derived from these by the use 
of the constraints (now treated as strong equations). For 
example, 

{h g (x) ,1T"I(Y)}D = {( - h: + sources),1T"/} D 

= - TJij{h i/x),1T"I(y)}D' 
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ZI - 2a l2 - 2al3 -2al 0 

- 2al2 Z2 - 2a23 -2a2 0 

- 2a13 - 2a23 Z3 -2a3 0 

a l a2 a3 1 0 

a l 0 

a2 0 0 

a3 0 

-1 0 

0 0 0 0 0 0 

(B3) 

IH. Van Dam and M. Veltman, Nucl. Phys. B 22,297 (1970); V. I. Za­
harov, JETP Lett. 22, 312 (1970); H. Van Dam and M. Veltman, Gen. 
Relativ. Gravit. 3, 215 (1973). 

2N. Dombey, J. Phys. A: Math Gen. 9,1375 (1976); N. Dombey and C. E. 
Vayonakis, Math Gen. 9, 1381 (1976). 

3D. G. Boulware and S. Deser, Phys. Rev. D 6, 3368 (1972). 
4A. Higuchi, Nucl. Phys. B 282,397 (1987). 
's. Deser and R. I. Nepomeckie, Phys. Lett. B 132, 321 (1983); Ann. Phys. 
(New York) 154,396 (1984). 

6c. Fronsdal, Nucl. Phys. B 167, 237 (1980). 
7L. H. Ford and H. van Dam, Nucl. Phys. B 169,126 (1980). 
8S. Deser, J. H. Kay, and K. S. Stelle, Phys. Rev. D 16, 2448 (1977). 
9p. A. M. Dirac, Lectures on Quantum Mechanics (Belfer Graduate Student 
School of Science, Yeshiva University, NY, 1964); K. Sundermeyer, Con­
strained Dynamics, Lecture Notes in Physics, Vol. 169 (Springer, Berlin, 
1982); E. C. G. Sudarshan and N. Mukunda, Classical Mechanics in a Mod­
ern Perspective (Wiley, New York, 1978); P. G. Bergmann, Phys. Rev. 75, 
680 (1949); Bergmann's contribution was begun in this work, and was 
further expounded in subsequent papers with several additional authors, 
for references to which, see J. L. Anderson and P. G. Bergmann, Phys. 
Rev. 83, 1018 (\95\). 

IOD. G. Boulware and W. Gilbert, Phys. Rev. 126, 1563 (1962); S. Deser, 
Phys. Rev. D 21, 2436 (1980). 

"J. S. Schwinger, Particles, Sources, and Fields (Addison-Wesley, Read­
ing, MA, 1970); C. Itzykson and J-B. Zuber, Quantum Field Theory 
(McGraw-Hill, New York, 1980). 

12M. Fierz, Helv. Phys. Acta 12, 3 (1939). 

Marzban, Whiting, and Van Dam 1892 



                                                                                                                                    

On the many-time formulation of classical particle dynamics 
G. Longhi 
Dipartimento di Fisica, Universita di Firenze, Firenze, Italy 

L. Lusanna 
Istituto Nazionale di Fisica Nucieare, Sezione di Firenze, Firenze, Italy 

J. M. Pons 
Departament de Fisica Teorica, Universitat de Barcelona, Barcelona, Spain 

(Received 14 January 1988; accepted for publication 15 February 1989) 

Starting from the standard one-time dynamics of n nonrelativistic particles, the n-time 
equations of motion are inferred, and a variational principle is formulated. A suitable 
generalization of the classical Lie-Konig theorem is demonstrated, which allows the 
determination of all the associated presymplectic structures. The conditions under which the 
action of an in variance group is canonical are studied, and a corresponding Noether theorem is 
deduced. A formulation of the theory in terms of n first-class constraints is recovered by means 
of coisotropic imbeddings. The proposed approach also provides for a better understanding of 
the relativistic particle dynamics, since it shows that the different roles of the physical positions 
and the canonical variables is not peculiar to special relativity, but rather to any n-time 
approach: indeed a nonrelativistic no-interaction theorem is deduced. 

I. INTRODUCTION 

As it is well known, in the treatment of bound states in 
the framework of quantum field theory, both relativistic and 
nonrelativistic, the states of the bound system are described 
by a wave function for many particles, which will depend in a 
natural way on the times of each elementary field. In order to 
give a physical interpretation to this wave function, we must 
give a meaning to this many time description, or, what is the 
same, to have a consistent dynamical theory for systems of n 
particles, with n different times. 

At the relativistic level the bound states are described by 
the Bethe-Salpeter equation, I with the connected problems 
of the normalization and interpretation of its solutions. To 
get a better understanding of it, Todorov2 and then Komar3 

developed a manifestly covariant classical relativistic model 
for two particles, of an action-at-a-distance kind,4 which de­
scribes in a covariant way the instantaneous approximations 
of the Bethe-Salpeter equation, restricted to the two particle 
sector.5 In the Todorov-Komar model the dynamics is given 
in terms of two first-class constraints, and, therefore, the 
relative time problem is related to the existence of gauge 
transformations generated by the constraints.6 An equiva­
lent model was discovered by Droz-Vincent,7 which was 
based on a two-time formulation of the classical relativistic 
dynamics. Here we have the first example of the connection 
between the first-class constraints formulation and the 
many-time dynamics. 

The Todorov-Komar-Droz-Vincent model for two 
particles, in its first quantized version,2.8-1O generates a bilo­
cal wave function, which is a solution of two coupled integra­
ble integro-differential wave equations. In Ref. 11 a com­
plete analysis of these equations has been done, by giving the 
set of their solutions (where the relative time appears in a 
phase factor), the explicit expression of the Poincare invar­
iant scalar products (see also Ref. 9 and 10 and the last paper 
quoted in Ref. 8), and, by solving the initial data problem, a 

probabilistic interpretation of the wave function is proposed. 
The connection with the Bethe-Salpeter equation is studied 
in Ref. 5, and, for the nonrelativistic limit, in Ref. 12. At­
tempts toward a second quantization along these lines are 
given in Ref. 13. 

However, due to the complications introduced by spe­
cial relativity, a clear understanding of all the involved struc­
tures, and a clear physical interpretation of them, is still 
lacking. One of these complications is for instance the prob­
lem of the most suitable definition of the relativistic position 
coordinates, see Ref. 14. The Todorov-Komar-Droz-Vin­
cent model is the output of the many efforts to formulate the 
theory of the classical relativistic particle mechanics (see 
Refs. 4, 12, and 15 for reviews, and also Ref. 4. See Ref. 16 for 
reviews on the predictive mechanics, and see also Refs. 7 and 
17), overcoming the difficulties introduced by the no-inter­
action theorem,18 which prevents the physical coordinates 
from being simultaneously covariant and canonical in the 
interacting case, in any of the forms of the dynamics intro­
duced by Dirac. 19 From here it emerges the dualism between 
the physical covariant coordinates {if'} and the phase-space 
canonical coordinates {xl' }. The models which use the first­
class constraints approach are expressed in terms of the co­
ordinates {xl' }, in order to avoid the consequences of the no­
interaction theorem, while the model formulated in the 
predictive approach are expressed in terms of the coordi­
nates {if'}. The work of Droz-Vincent, in particular Ref. 
20, establishes a bridge between the two approaches, and 
provides a connection between the above mentioned dualism 
and the many times formulation. 

The present paper was originated by the wish to clarify 
these problems, avoiding the complications due to special 
relativity. We start from the classical nonrelativistic New­
ton's equations for n particles, as a preliminary laboratory, 
deferring the quantum aspects as well as the physical inter­
pretation, and the interpretation as a gauge theory to a future 
paper. The first step will be to get an n-time version of New-
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ton's equations of motion, which will be the nonrelativistic 
counterpart of the relativistic predictive equations, then we 
will put them in a first-order form. 

In order to gain a canonical formulation, suitable for the 
quantization, we will give a generalization to n-times (non­
autonomous case) ofthe classical Lie-Konig theorem21 for 
which the reader is also referred to Refs. 22 and 23. In this 
way we will find all the n-time local (symplectic) structures, 
or better, the Poisson structures, which can be associated to 
the given equations of motion, and we will immediately find 
the dualism between the physical position ql(t I) of the ith 
particle and its canonical coordinate Xl( 1 1,1 2, ... ,t "). While 
the former only depends on its own time, the latter depends 
on all the 1 i. Moreover we will get the n-time generalization 
of the inverse problem in the calculus of variations, in the 
first-order formalism24 (see Ref. 25 for a review), and, as a 
by-product, we will get a nonrelativistic no-interaction 
theorem, and it will be possible to demonstrate the nonexis­
tence of a predictive Lagrangian, independent on the acce­
lerations, in the interacting case; only a singular Lagrangian 
can be defined. 

The study of the invariance transformations of the n­
time Newton equations in the first-order form will provide 
for an n-time generalization of the Currie-Hill conditions, 26 
for the Galilei algebra, as well as of the first Noether 
theorem, and for the conditions on the invariance transfor­
mations for being canonically implementable, with the cho­
sen symplectic structure. 

The final step will be to define an enlarged phase space 
Ai, with the new canonical variables t i and EI , times and 
energies, respectively, with n first-class constraints. It will be 
shown that this is a coisotropic embedding27 in the phase 
space Ai of the original presymplectic manifold.28 (See, also 
Ref. 29 for a set of first-class constraints describing n nonrel­
ativistic free particles, and Refs. 12 and 30 for the case of two 
nonrelativistic interacting particles.) Finally, the Droz­
Vincent method20 will allow the recovery of the physical 
position coordinates from the canonical ones. 

It is our hope that, at the end of this paper, it will be clear 
that many features of the n-time approach are not peculiar of 
a relativistic theory, but, rather, they simply are more com­
plicated in the relativistic case, with the result of hiding their 
basic simplicity. To reveal this simplicity we need a reformu­
lation of Newton's equation of motion, which is probably 
useless for the applications, but it is inescapable for the pres­
ent kind of problems. 

As a matter offact, the present analysis is quite general, 
and it could in principle be applied to any dynamical system. 
It is only necessary to specify the kinematical group of the 
theory, that is, for instance, the Poincare group instead of the 
Galilei group. The only difference, which in practice be­
comes a real difficulty, is that in the present analysis the 
constraints are energy constraints, that is they are linear in 
the energies of the particles. This means that, in a relativistic 
theory, where the constraints are usually given in a covariant 
form, we should solve them in terms of the energies, and, in 
general, several local solutions will be possible. The present 
analysis must be separately applied to each of these solu­
tions. 
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In Sec. II we will discuss the n-time approach to the 
equations of motion. We will explicitly develop a very simple 
model for two particles, for which we will give the explicit 
expression of the two-time forces in Appendix A. 

In the same section we will discuss the canonical formu­
lation of the dynamics. 

In Sec. III the generalization to many independent vari­
ables of the classical Lie-Koning theorem will be outlined in 
order to establish, on general grounds, the existence of a 
canonical formulation. Some of the details are given in Ap­
pendix B. In Sec. IV we will discuss the invariances of the 
theory. 

Finally, in Sec. V, the problem of the position coordi­
nates and of their correlation with the canonical coordinates 
will be discussed. 

Some of the present material was already presented in 
Refs. 30 and 31. 

II. THE n-TIME FORMULATIOIN OF THE DYNAMICS 

Given the equations of motion of a system of particles in 
a nonrelativistic theory 

(2.1 ) 

where ql are the positions of the particles and t the time in a 
given inertial reference frame, it is always possible, in princi­
ple, to get an n-time formulation by eliminating the integra­
tion constants from their solutions and their first derivatives. 
Let us write the general solution of the system (2.1), 

(2.2) 

where C1,C2""C6n are integration constants. In solution (2.2) 
we may choose a different time for each particle, that is 

(2.3 ) 

If we eliminate the integration constants C1,C2,,,,,C6n from 
Eqs. (2.3) and their derivatives 

I( i) d i( i) . I( i ) Y t = -. q t = g t ,C1,C2""'C6n , 
dt' 

and substitute in 

I( i) d 2 i( i) .. I( I ) a t = -- q t = g t ,C1,CZ'''''C6n , 
dt l2 

we get the n-time equations of motion 

mlal(ti) =Yi(tj,qj,y j). 

(2.4 ) 

(2.5 ) 

(2.6) 

Since the ith lhs only depends on t i, we must have 

~jYI=(~j+yj. :cj+aj'~j)Yi 

(
a. a yj a) CT' 

= at j +yl. aqj+ mj . av j ./"=0, (2.7) 

for i=/=j. 
Equations (2.7) can be called predictivity conditions, 

and the n-times forces yi predictive forces. This in order to 
agree with the literature on predictive mechanics quoted in 
the Introduction (see Refs. 7, 16, and 17). Putting 
t 1= (2 = '" = t n = tin Eq. (2.6), we must have 

(2.8) 

Longhi, Lusanna, and Pons 1894 



                                                                                                                                    

Let us now consider the system (2.6): It seems difficult 
to get it from an action principle, or, more simply, to get the 
forces yi from some potential, or even if possible, as is ap­
parent from the example of the Appendix A, it will be very 
complicated. As a matter offact, we will show in Sec. V that 
a second-order Lagrangian for the equations of motion (2.6) 
does not exist. So we will look for a possible canonical formu­
lation in terms of other variables. 

In Sec. III we will give a generalization to many vari­
ables t i (i = 1,2, ... ,n) of the classical Lie-Konig theorem, 
which asserts that, for any given set of first-order ordinary 
differential equations, it is always possible to find new vari­
ables, Xi and pi (in place of the positions and velocities), and 
a function of them, H, such that the set of equations is trans­
formed to canonical form. 

In our case the generalization of this theorem says that, 
given the set of first-order equations (now partial derivative 
equations) 

aqi =vi[)i, 
at j } 

(2.9) 
avi 

. 'kkk m· -. = {j'y'(t ,q ,v ) , , at} } 

it is always possible to find new variables Xi = Xi(t k,qk, vk
) 

and Pi = Pi (t k,qk,Vk), and besides n functions 
Hi = Hi (t k,Xk,Pk) satisfying the integrability conditions 

(2.10) 

where 

{A,B} =i (aA
i

• aB _ a~. aA), 
,= 1 ax api ax api 

(2.11) 

such that the system (2.9) can be written in canonical form: 

axi 
. -. = {x',H.}, 

at' ' 

api 
-.={p.,H}. 
at} '} 

(2.12) 

We leave to the next section the demonstration of this 
result. As a matter offact, this theorem asserts the existence 
of at least one canonical formulation, but says very little for 
actual construction of the Hamiltonians Hi' 

For the moment, we will assume the existence of n func­
tions Hi' satisfying the conditions (2.10), in order to formu­
late the action principle in canonical form. 

Let us consider the following line integral: 

S = (b (Pi. dxi _ Hi dt i) , (2.13) 
Ja(/) 

where a and b are two points in the (t l,t 2, ••. ,t n) space and I 
is a path connecting them. 

S is a functional of the Pi and Xi defined on the 
(t l,t 2, ..• ,t n) space, for which the usual symplectic structure 
is assumed 

(2.14 ) 

where m,n = 1,2,3 and iJ = 1,2, ... ,n, and the Hi (t \X\Pk) 

satisfy the conditions (2. 10). 
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If we require {jS = 0 for an arbitrary variation of 
Pi = Pi (t l,t 2, ... ,t n) and Xi = xi(t l,t 2, ... ,t b), which vanishes 
in a and b, and for any choice of the path I, we get the follow­
ing equations of motion: 

dXi = {x1,Hj } dt j , 

dpi = {PoHj } dt j 
(2.15) 

(a sum over repeated indices is assumed), which are integra­
ble in view of the conditions (2.10). 

Equations (2.15) can be obtained on any given path I, in 
which case dt j = t 'j( 7)d7, where 7 is any parameter for the 
path I, and the functions t 'j( 7) depend on the choice of I. 
Since Eqs. (2.15) are integrable, the canonical coordinates Xi 

and Pi exist as functions on the space (t l,t 2, ... ,t n) and not 
only on the path I. So they will coincide with the particular 
solution found on a given I, when the independent variables 
t i are restricted on I. 

When Xi and Pi are solutions ofthe equations of motion 
(2. 15), the canonical action S does not depend on I. Indeed 
the one-form 

f) = Pi • Xi - Hi dt i , (2.16 ) 

is closed, when Eqs. (2.15) hold 

1 (aHi aHj { }) i . df) = - --. - --. + Hi,Hj dt Adt} = O. 
2 at} at' 

For any dynamical variable t = t( t \Xk,Pk ), the equa­
tion of motion reads 

and 

dt = (::i + {t,Hi} ) dt i . 

Let us notice that in general we have that 

Xi = Xi(t l,t 2, ... ,t n) , 

Pi = Pi(t 1,t 2, ... ,t n
) , 

(2.17) 

whereas the positions qi are only functions of the corre­
sponding t i. The only case in which the Xi only depend on t i 
happens when the Hi> for i-/=j, do not depend on the Pi> for 
instance when the ith particle is free. 

This fact already shows that in general the canonical 
variables Xi cannot coincide with the positions qi. Only when 
the interaction between the particles vanishes, we can freely 
make the choice Xi = qi. 

The fact that the canonical variables Xi and the physical 
positions qi do not coincide, apart from the free case, is com­
mon in the relativistic theories, where this fact is essentially a 
consequence of the no-interaction theorem. But we now see 
that it is not peculiar of relativity, but rather of a multitime 
approach. 

We will discuss the relation between the positions qi and 
the canonical variables in Sec. V, where we will give the 
precise connection between the canonical formalism and the 
equations of motion (2.6). 

As previously mentioned, the next section is devoted to 
the proof of the existence of a canonical formulation, once 
Eqs. (2.6) are given, that is of a generalization of the Lie­
Konig theorem. 
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1110 A GENERALIZATION OF THE LIE-KONIG THEOREM 

The Lie-Konig theorem21 was discussed and applied in 
connection with the relativistic dynamics of systems of parti­
cles by Hill22 and Kemer.32 

Here we will essentially follow the treatment given in 
Refs. 22 in order to look for a generalization of this theorem 
to many independent variables {t '}, i = 1,2, ... ,n. 

The equations of motion (2.6) can be written as a first­
order system as in Eqs. (2.9): 

aqi =yi~i 
at i J' 

avi 
= _1_ ~iffi(t k qk yk) 

ati m
i 

J ", 

(2.9') 

where iJ = 1,2, ... ,n. 
The conditions (2.7) will now be written in the short­

hand notation 

Yiffj = 0, for i#J, 
where 

a ,a ffi a 
Y i =_, +y'o_+_o_" 

at' aq' m i av' 
Let us introduce a new notation, 

{ya} = {q'}, for a = 1,2, ... ,N = 3n , 

{yo} = {Y'}, for a = N + I,N + 2, ... ,2N. 

(3.1 ) 

(3.2) 

(3.3 ) 

With this notation the equations of motion (2.9) can be writ-
ten 

aya a 
-, =hi(y,t), 
at' 

where 

{h~} = {W;}, W; = {l;yi, for a = 1,2, ... ,N, 

{h n = {h7+ J}, h7+ J = {I; (1/m i )ffi 
, 

for a = N + 1, ... ,2N. 

The conditions (3.1) become 

Yihj=O, for i=/=j, 

where 

(3.4 ) 

(3.5) 

(3.6) 

Y.=~+ho~. (3.7) 
, at' ' aya 

The conditions (3.6) are a particular case of the integra­
bility conditions for the system (3.4), which is a Mayer sys­
tem33; the more general integrability conditions are 

Yihj=~h~. (3.8) 

From now on, if not otherwise specified, we will assume 
the more general conditions (3.8) in place of (3.6). 

Let us now look for a variational principle giving the set 
of equations of motion (3.4) in the form 

~S=O, 

where 

(3.9) 

s=i
b 

0, 0= Ua dya_ Vidt i , (3.10) 
a(/) 

and where 1 is a path in the space of the times T = {t '}, 
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i = 1,2, ... ,n, connecting a = {t ~a)} to b = {t ~b)}' 
The variational principle (3.9) will be required for all 

the variations of the functions 

ya(t l,t 2, ... ,t n ) , 

which vanish at the end points of the path I, a and b, and for 
all the variations of the path 1 with fixed endpoints. 

At the end points a and b the functions qt(t l,t 2, ... ,t") 

will be considered as given, and the functions yi(t l,t 2, ... ,t") 

fixed, but undetermined. It is worth recalling that, when the 
more restricted integrability conditions (3.6) will hold, the 
variables qi will only depend on their own time t i. 

A variation of ya(t I,t 2, ... ,t") and of 1 amounts in per­
forming independent variations of ya and t i. 

If we introduce another notation 

{ya} = {ya,t'}, a = 1,2, ... ,2N + n, 

and put 

Ua = Uo , 

Ua = - Vi' 

for a = 1,2, ... ,2N, 

for a=2N+i, i= 1,2, ... ,n, 

the one-form 0 can be written 

0= Ua dya. 

The variation of this form gives rise to 

~O = (a~; _ aU(3) dya ~yP + d( Ua ~ya) , 
ay aya 

(3.11 ) 

(3.12) 

(3.13 ) 

so the equations of motion corresponding to ~s = 0 will be 

raP dyu = 0, 

where we have defined 

aUa aup 
r up = ayP - aya 

Equations (3.14) must be identified with Eqs. 
Since Eqs. (3.14), when explicitly written, are 

r ab dyb + r ai dt i = 0 , 

ria dya + r ij dt J = 0 , 

this requires 

and 

or 

I r ab I =/=0 (a,b = 1,2, ... ,2N) , 

r ab h ~ + r ai = 0 , 

riahj+ rij =0, 

r ab h ~ = - r ai , 

rabh~hJ= rij' 

(3.14) 

(3.15 ) 

(3.4) . 

(3.16 ) 

(3.17 ) 

(3.18 ) 

(3.18') 

The first of these equations gives the "forces" h f in 
terms ofr, 

h~= - (r-I)Obrbi . (3.19) 

The condition (3.17) implies that the two-form 

UJ = dO = -! r a{3 dya 1\ dyP (3.20) 

has rank 2N, because UJ can also be written as 

(3.21 ) 
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where 

() a = dya _ h ~ dt i . (3.22) 

The system () a = 0, which is the set of equations of mo­
tion (3.4), is completely integrable due to the integrability 
conditions (3.8). This can also be verified with the Froben­
ius theorem, since 

d(}a = __ ' dt i 1\ (}b (
aha ) 
ayb ' 

(3.23) 

where Eq. (3.8) was used. 
Since 

iy,(}a=o, (3.24) 

where i y, is the contraction with respect the vector field Yi 

(see for instance Ref. 34) the dual form of the Eq. (3.23) is 
in terms of the characteristic vector fields Yi , that is 

(3.25) 

The fields Yi span the kernel distribution of CtJ since 

iy,CtJ = 0, (3.26) 

so the kernel distribution of CtJ is n-dimensional, the Yi being 
linearly independent. 

From Eq. (3.21), we have that, on the motion, 

CtJ = d(} = O. 

This has the important consequence that the action S, when 
evaluated on the motion, does not depend on the path I, but 
only on the end points a and b. Indeed, using Stokes' 
theorem, we have that for two paths I and I' with the same 
end points 

- () = () = d(} = 0 U
b 

lb) i i 
a(l') a(l) aD D ' 

(3.27) 

where D is the domain, in the space of times T= it'}, 
bounded by I' and I. 

In the notation (3.11), by setting 

h f = h ~, for a = a , 

h f = fI;, for a = 2N + j , 

we may write 

Y.=h':~ , , aya 

(3.28) 

(3.29) 

and the integrability conditions (3.8) can now be written 

Yih j = ~h f , (3.30) 

since, for a = 2N + 1, ... ,2N + n, they become identities. In 
the case of the restricted integrability conditions (3.1), the 
right-hand side ofEq. (3.30) is zero. Equations (3.4) can be 
written 

( 3.31) 

and the equations for r a{3 can be summarized as follows: 

1897 

raP = - r{3a , 

arap --+ cyclic = 0, 
JyY 

raphf=O, 
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(3.32) 

(3.33) 

(3.34) 

where the first and the second equations are a consequence 
ofEq. (3.15), and the last collects Eqs. (3.18). 

Together with these equations we must remember the 
requirement 

!rab I #0, for a,b = 1,2, ... ,2N. (3.35) 

Equations (3.32) and (3.33) are merely identities: this 
follows from the definition of raP in Eq. (3.16). Neverthe­
less they can be assumed as defining equations for r a{3' Ob­
serve that from these equations and Eq. (3.34), and using 
the integrability conditions (3.8), the components rai and 
r ij can be eliminated, obtaining two equations for r ab solely 

yir be = (rabae - raeab)h ~, 

arab --+ cyclic =0. 
aye 

(3.36) 

(3.37) 

Equations (3.33), when written explicitly for the com­
ponents r ab' raj> and r ij' reveal the self-adjoint nature of 
Eqs. (3.14). Indeed these equations split in four sets ofequa­
tions, of which two are Eqs. (3.37) and 

arab aria ar bi 
--. +-+-=0, (3.38) 

at' ayb aya 

while the two other sets are identically satisfied, due to Eqs. 
(3.36) and (3.8). 

The reader is referred to Ref. 35 for the definition of self­
adjoint systems in the one-time case. 

Let us notice that, when the restricted form (3.6) ofthe 
integrability conditions holds, to each solution r ab of Eqs. 
(3.36) and (3.37), such that its restriction atequaltimes has 
the form 

-a) 
o ' (3.39) 

where a and /3 are N X N matrices, and a = aT, /3 = - /3 T, 
and where the zero sector refers to 

au,/,+ n aUJ+ n 
a,/j avmi (m,k = 1,2,3) , 

a solution of the inverse problem of the calculus of variations 
is associated, that is there exists a Lagrangian for Eqs. (2.1), 
and a and /3 can be expressed as 

J 2L 
a1mjk = aqlm aq jk ' 

a2L a2L /3. 'k=---,mJ aqim ai/k aqik aqim ' 

where qim = vim. 
As shown in Ref. 24 this condition is equivalent to the 

Helmholtz conditions in the Douglas form, as are expressed 
in the first-order formalism (see Ref. 36). The same results 
are also given in Ref. 37, and, in a more geometric way, in 
Ref. 38 by using a variant ofthe one-forms (3.22). As there 
are inequivalent classes of solutions for r ab (see in the fol­
lowing of this section), the system (2.1) will have no one, 
one or several inequivalent (or s-equivalent) Lagrangians, 
according to how many solutions r ab admit the form (3.39) 
(see Ref. 25). 

Coming back to the general discussion, with the integra­
bility conditions in the general form (3.30), and before in-
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troducing local canonical variables, let us discuss the struc­
ture ofthe system (3.18) or (3.34), for Ua and Vi' for given 
forces h f( y,t). 

First of all let us notice that Eq. (3.34) is invariant un­
der the transformation 

eM> 
Ua-+Ua +-, 

aya 
(3.40) 

where <I> is any function of the {ya}={yo,t i}. 
Under this transformation 0 transforms as 

(3.41 ) 

which does not modify the equations of motion. This trans­
formation will be called a canonical transformation. 

To be more general, we have to observe that even the 
transformation 

(3.42) 

does not modify the equations of motion, corresponding to 
the first of Eqs. (3.16), since there the Ui = - Vi appear 
differentiated with respect to the ya only, but it breaks the 
independence on the path I of the action, expressed by the 
second ofEqs. (3.16) since it is this equation that appears in 
80 as a coefficient of 8t i. So we will not consider any more 
such a transformation as a true invariance ofthe theory. 

Coming back to the transformation (3.40), we observe 
that a solution of Eqs. (3.34), recalling the definitiion 
(3.15), can be written 

U = U(O) + eM> , 
° a ayo 

Vi = - U2N + i = U~O)hf- eM> , (3.43) 
at' 

with U~O) a solution of the homogeneous equation 

ah b 

y.U(O) + U(O) --' = 0 (3.44) ,a b aya ' 

satisfying the condition 

l
aU(O)1 
_0_ #0. 

ayb 
(3.45 ) 

This is a consequence of the following facts, which are 
demonstrated in Appendix B: if we put 

Vi = - U2N + i = Uahf+Ai' 

it follows for Ai> 

YiAj == ljAi· 

This in tum implies that Ai must be of the form 

(3.46) 

(3.47) 

Ai = - Yi<l>, (3.48) 

with <I> any arbitrary function. Finally, it is shown in Appen­
dix B that 

U _ a<l> 
° ayo 

satisfies Eq. (3.44), from which we have 

U = U(O) + eM> , 
° a ayo 
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and thus 

V. = U(O)h a _ eM> 
, 0' at i • 

Equation (3.44) is discussed in Appendix B. 
With the solution (3.43), the one-form 0 can be written 

as 

o = 0 (0) + d<l> , 

where 

0(0) = U~O) dya _ Viol dt i = U~O)oa, 

because 

(3.49) 

(3.50) 

(3.51 ) 

The solution (3.43) shows that any independent solu­
tion U~O) ofEq. (3.44) determines a set of solutions connect­
ed by canonical transformations (3.40). 

Clearly Eqs. (3.43) define an equivalence relation, and 
inequivalent choices ofr (with l!rabll not singular) will cor­
respond to disjoint sets of solutions for Ua' each element of 
one of these disjoint sets being connected to another of the 
same set by a canonical transformation. 

The situation described here is completely analogous to 
that of the one-time case, analyzed in Ref. 22. 

Now we can demonstrate that each disjoint set has a 
different symplectic structure, giving to our equations of mo­
tion (3.4), or (2.9), the form of canonical equations ofmo­
tion, which is the main task of the present section. The cru­
cial result is that the two-form w = dO has rank 2N, as 
stressed after Eq. (3.20). On the other hand w is closed, so 
from the (generalized) Darboux theorem,34 we know that 
local coordinates exist such that 

w = Qpi Adii (i = 1,2, ... ,n) , 

from this we get 

d(O - Pi dii
) = 0, 

or 

where ¢ is a function of ii, Pi' and t i. 

(3.52) 

(3.53 ) 

Equation (3.53) shows that, for each inequivalent 
choice of r af3' we have a (different) symplectic structure. 
The coordinates Pi and ii are a choice of the Jacobi coordi­
nates (initial data), for which the Hamiltonians are vanish­
ing. Let us now go back to a general choice of canonical 
variables Xi and Pi' by performing a (backward) Jacobi 
transformation. 

If we take ¢ to be any function ofii and t i, and of a set of 
N new variables Xi, ¢ = ¢(xi,ii,t i), with the only require­
ment that 

we may put 

a¢ 
axi 

and 
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-Hi (x,i,t) , 

(3.56) 

Condition (3.54) allows to invert the last equation 
(3.56), to get ii as a function of Xi, Po and ti 

ii = gi(X,p,t) . (3.57) 

Inserting this expression in Hi we get n new functions of 
Xi, Pi' and t i 

Hi (X,p,t) = Hi(x,g(x,p,t),t) , (3.58) 

which will be our Hamiltonians. The first equation (3.56) 
can now be written 

a</J. + H;(X' a</J ,t) = O. 
at' ax 

(3.59) 

It is easily verified that the Hamiltonians so determined 
satisfy the following integrability conditions: 

aH. aH. 
-~ - -' + {H;,Hj } = 0, (3.60) 
at' at' 

where the Poisson bracket is defined with respect to the new 
canonical coordinates x and p: 

{A,B} =i (aA
i

• aB _ a~. aA). 
,~I ax api ax api 

Indeed, from Eqs. (3.59) we get 

Hi (x,i,t) 

at j 

_ aHi _ aHi .~ a</J 
at j apk at j axk 

(3.61 ) 

aHi aHi (aHj aHj a 2</J ) 
- at j + apk' axk + ap, . axk ax' ' 

from which 

~ _ a2</J. = _ aHi + aHj -{HoH.}=O. 
at' at ' at' at' at' at' , 

Let us stress that in this way we may generate sets of n 
functions Hi satisfying Eqs. (3.60), by simply choosing a 
function </J (x,i,t), satisfying the condition (3.54). 

The one-form () becomes 

() = Pi dii + d</J 

that is 

() = Pi dxi 
- Hi (x,p,t) dt i , (3.62) 

which is the local expression for () we were looking for. This 
is the generalization to n times of the Poincare-cartan one­
form. The one-time evolution vector field Y, which is the 
solution of the equations 

iyw=O, i y dt=1 (w=d(}) , 

is now replaced by the n vector fields Yo satisfying Eqs. 
(3.26), and 

iy; dt j = 8i; . 
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Clearly the inverse procedure, that is, given the func­
tions Ho satisfying the integrability conditions (3.60), to 
determine the function </J(x,p,t) , amounts in determining a 
complete integral of the n (integrable) Jacobi equations 
(3.59). 

In Appendix B the relation between the coordinates i 
and P and the integration constants of the original equations 
of motion (3.4) is discussed. 

If we compare the expression of d(} as given by Eq. 
(3.62) with that given by Eq. (3.10), we get the following 
equality: 

aUa aUb b 

rab = ayb - aya = [ya,y ] , (3.63) 

where [ , ] is the Lagrange bracket 

(3.64) 

where Xi and Pi are considered functions of the variables ya 
.and ti. 

The first equation (3.63) implies 

{ya,yb} = _ (r-I)ab, (3.65) 

where we remember the condition (3.17), that is the hypo­
thesis that I jr ab II be nonsingu1ar. Equation (3.65) follows 
from 

[ ya,yb ] {yc,yb} = Dac . 

The first of Eqs. (3.18) gives 

h ~ = - (r-I)abrbi' 

where we have taken into account that 

{ya,yb} aF = {ya,F} . 
ayb 

(3.66) 

(3.67) 

If we substitute the expression (3.67) into the expres­
sion of r ai of Eq. (3.63), we get the forces in canonical form 

h a aya {aH} 
i=-a'+ y, i' t I 

which can also be written 

(3.68 ) 

(3.69) 

from which we get the action of Yi on any function of 
{Xi,Pi,t '}: 

(3.70) 

This equation gives the canonical form of the vector 
fields, which span the kernel distribution of the two-form w. 

Equation (3.60) is recovered from r ii' using Eq. 
(3.18'). 

We see that r ab determines the symplectic structure of 
the theory, as already observed, and that r ab is a canonical 
invariant, which determines the canonical sector on which 
the original n-time theory is represented. 

The equations of motion can now be obtained as the 
equations of the integral curves of the vector fields Yi • In­
deed, by solving (see, for instance, Ref. 34) 

(3.71) 
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we find for X 

X = CiYi = Ci(~ + { . ,HJ) , 
at' 

for any choice of the functions ci
• 

(3.72) 

The integral curves of the vector fields Yi have the equa­
tions 

dxi = {xi,Hj } dt j 
, 

dpi = {Pi,Hj } dt j 
, 

(3.73 ) 

which are the n-time canonical equations of motion. For any 
canonical observable F( x,p,t) we get 

(3.74) 

Equations (3.60) now become the integrability condi­
tioins for Eqs. (3.73). 

Observe that the coordinates Xi and Pi are now, on the 
motion, functions of all the times t 1,t 2, ... ,t n, contrary to the 
original positions qi, which are functions of their own time t i 
only. 

If we restrict the Xi and the Pi of the given symplectic 
structure { , } associated to a Ua , to 
t l =t 2 = ... =t n =t,Eq.(3.73)givetheusualone-time 
Hamilton's equations of motion, with 

n 

H=IHi' (3.75) 
;=1 

If we consider the case of the restricted integrability 
conditions (3.6), when, to the given canonical sector U ~O), a 
rab is associated, which at equal times satisfies Eq. (3.39), 
that is 

-a) 
o ' (3.76) 

we have a Lagrangian for Eq. (2.1), and its Hessian is given 
by the matrix a, so that det a#O. Then 

which implies 

{gmi,qkJ} = 0, at t I = t 2 = ... = t n = t . 

We can then make the identification 

qi=Xi, at t l =t 2 = ... =tn=t, (3.77) 

and, via the Legendre transformation, we may recover the 
standard one-time Hamiltonian formalism, with 

n 

H=IHi . 
;=1 

As qi = qi(t i), it follows that 

{qmi(t i),qki(t i)} 

does not depend upon the time tj, for j#i: therefore its van­
ishing at equal times implies 

{qmi(t i),qki(t i)} = 0, 

also in the n-time case. 
Vice versa 

{qmi,qkJ} = 0 at t I = t 2 = ... = t n = t , 
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implies, considering Eq. (3.64), 

_I ab (0 a) II (r ) = be=:} IWabl t ,=,,= ... /"=/ 

( 
b -I -I - ca 

- a-I 

for those symplectic structures for which det a # 0, det b # 0; 
but, from 

rab = - r ba 

we get 

a- I = -b- I , 

so we recover Eq. (3.39) with 

a = b -I and f3 = b -Icb - I. 

Instead, for a canonical sector U ~O), whose r ab does not 
satisfy Eq. (3.39), there is no Lagrangian for Eq. (2.1), giv­
ing rise to this symplectic structure, restricted to equal times, 
via the Legendre transformation. In general, we now have 

{qmi,qkJ} #0 

even at equal times, and it is always qi#Xi. The only way to 
define a Hamiltonian is by using Eq. (3.75). 

This is a constructive way to get the symplectic struc­
tures and the Hamiltonians for the original system of equa­
tions of motion, which do not admit a Lagrangian. 

Let us conclude this section by showing that the n-times 
formalism becomes the usual one in the free case, and for 
equal times, with a suitable choice of the solution of the equa­
tions for Ua and Vi' 

In the free case we have 

{h f}={h{}, h{ = ~Vi for a = 1,2, ... ,N, 

and 

{h f} = 0, for a = N + I,N + 2, ... ,2N . 

It is easily seen that a particular solution of Eqs. (3.17) 
and (3.18) for Ua and Vi is 

and 

{Ua } = {miv'}, for a = 1,2, ... ,N, 

{Ua}=O, for a=N+ I,N+2, ... ,2N, 

Vi = ~mi (Vi )2 . 

The one-form (j becomes 

(j = ± (mivi dqi - ~ m i(vi)2 dt i). 
i= I 2 

(3.78) 

(3.79) 

( 3.80) 

The choice (3.78) can also be used in the interacting 
case, when equal times are chosen t I = t 2 = ... = t n = t, 
if the interaction Hamiltonians only depend on the positions, 
and not on the velocities. In this case we must linearly com­
bine the equations of motion with equal coefficients, in order 
to restrict to the chosen path t i = t, in the space of the times. 
We get 

n 1 n . 2 . 
V= I Vi =- I mi(v') + W(q',t). 

i= I 2 i= I 

(3.81) 

The one-form (j becomes 
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n 

(J= L m;v;dq;- Vdt, (3.82) 
;=1 

which is the usual one. 

IV. INVARIANCE TRANSFORMATIONS 

In this section the infinitesimal transformations, which 
leave the equations of motion invariant, are considered. The 
invariance conditions for any infinitesimal transformation of 
the coordinates and the conditions for the existence of the 
corresponding canonical generators are established. These 
canonical generators are constant of the motion (Noether 
theorem), and they close a Poisson algebra, providing a ca­
nonical realization of the Lie algebra of the group of trans­
formation under consideration, under the condition of a van­
ishing two-cohomology group. 

All this is well known in the one-time case (see for in­
stance Refs. 34 and 39). 

The equations of motion (3.31) 

dya = h f dt; , ( 4.1 ) 

where a = 1,2, ... ,2N + nand N = 3n, as already observed, 
are the characteristic system for the set of equations in the 
unknown I( y) 

YJ( y) = O. (4.2) 

An infinitesimal transformation 

(4.3) 

will be an invariance transformation of the equations ofmo­
tion (4.1) if 

(4.4) 

where Lg is the vector field which performs the transforma­
tion (4.3) on the arguments of any function: 

L =g"~. 
g Jya 

(4.5) 

Now, the lhs of Eq. (4.4) is 

[Lg, Y;] = (Lgh f - Y;g")~ 
Jya 

= (Lgh ~ - Y;g" + (Y;gj)h j)~ - (Y;gj) lj , 
Jya 

and we get 

[Lg, Y;] + (Y;gj) lj 

= (Lgh ~ - Y;g" + (Y;gj)h j)~ 
Jya 

= (Lgh f - Y;g" + (Y;gj)h j)~ . 
JyQ 

Therefore, Eqs. (4.4) become 

[Lg,Y;] = - (Y;gj) lj , 

and it implies 

Lghf - Yjg" + hjYjgj= O. 

(4.6) 

(4.7) 

These conditions could be called the n-time Currie-Hill 
conditions, as they are the generalization of the Currie-Hill 
conditions for the invariance under the Lorentz group in the 
one-time case. 26 
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The same conditions (4.7) can be obtained by requiring 
that the Lie derivative, with respect to L g , of the one-forms 
(Ja, defined in Eqs. (3.22), be proportional to the (Ja them­
selves. 

If the transformations (4.3) form a Lie group G, the 
corresponding vector fields Lg will close a Lie algebra f§. If 
L 1,L2 , ••• , is a basis of f§, we will have 

[Lm,Ld = c~kLI , (4.8) 

where C~k are the structure constants of f§ . 

An infinitesimal transformation is a canonical transfor­
mation if it transforms the one-form (J of Eq. (3.13) as 

(J .... e'=e +EdO. (4.9) 

Therefore, the transformations generated by the vector 
fields Lg will be canonical if 

2'L.e=dOg , (4.10) 

where 2' L is the Lie derivative with respect to the vector • 
fieldsLg (2' L = iL d + diL ). From Eq. (4.10) we get 

•• • 
d(2'L e )=O, 

g 

or 

2' L w=d(iL w)=O, (4.11) 
g g 

where w = de (therefore Lg is a de symmetry40). 
This last equation is the condition to which r a{3 must 

satisfy, in order that the action of the group G be canonical. 
It is the condition for the existence of Og in Eq. (4.9), and, 
using the expression (3.20) for w, it gives 

d(r a{3gPdya) = 0, 

or, with the use of Eq. (3.33), we can write 

JgY agY 
Lgrap + ray t::P + - ryp = O. 

Jy ayQ 
(4.12) 

Between all possible inequivalent choices of canonical 
formulations of the dynamics provided by the Lie-Konig 
theorem of Sec. III, only those satisfying the condition 
( 4.12) will give rise to a canonical action of the group G. It 
may nevertheless appear that a subgroup of G could only be 
canonically represented; it will be called Gc •

41 

It may be seen that the condition (4.12) implies the 
condition (4.7), but not vice versa. Indeed, if we multiply 
Eq. (4.12) by hf, since hfra{3 =0 [see Eq. (3.34)], we 
have, after some rearrangement, 

b b b . rab(Lgh; - Y;g +hjY;gJ) =0, 

which implies Eq. (4.7), since detlJrab II #0. 
If the condition (4.12) is satisfied, and since by hypoth­

esis the manifold on which the original equations of motion 
are defined is simply connected since it is R 2N + n, with a 
glo.bal chart of coordinates {ya} = {ya,t ,}, from Eq. (4.11) 
we get 

iLgw = dhg , (4.13) 

that is the vector fields Lg are globally Hamiltonian,39 with 
hg = Og - g" Ua . Using Eq. (3.20) for w, this can be written 

ahg -.IJ 
ayQ = raPS, (4.14) 
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which shows that the hg are determined by r a{3' apart from a 
set of integration constants, a change of which does not 
modify the cohomology class, to which the hg belong (see in 
the following of this section). The difference with respect the 
one-time formulation lies in the fact that w is here n-fold 
degenerate, as it is expected by Eq. (3.26). It follows that the 
correspondence between Lg and hg given by Eq. (4.13) is 
not 1-1. Lg will be determined by hg, apart from elements of 
the kernel distribution of w, spanned by the vector fields Y i • 

If we evaluate Eq. (4.13) on the vector field Yi , we get 

(iLgW)(Yi ) = Yihg , 

and, with Eq. (3.26) 

Yihg = 0, (4.15) 

that is the Hamiltonians hg are constants of motion. This is 
the (n-time) Noether theorem in the present context. More­
over, by again operating with iL on Eq. (4.13), we get 

g 

Lghg =.!f Lghg = 0, 

i.e., hg is invariant under the action of Lg. 
In order to clarify the role of the vector fields Yi , let us 

consider those infinitesimal transformations (4.3), which 
leave invariant not only the equations of motion, but even 
the solutions themselves. They are of the form 

( 4.16) 

where the Fi( y) are n arbitrary functions of all the vari­
ables. Indeed, if we require that a particular solution of the 
equations of motion 

ya =fa(ti) , 

where the integration constants belong to the functional 
form of fa, be left invariant under a transformation (4.3), 
that is 

y'a = fau Ii) , 

we get for g" 

g" = h fgi, 

with gi arbitrary functions of ya. 
The transformations (4.16) are canonical transforma­

tions, since they satisfy the Eq. (4.13), with hg = 0, so they 
belong to the subgroup Gc ' and form a subgroup K of Gc ' 

The Lie algebra of K is clearly spanned by the vector fields 
Yi , since the corresponding generators Lg are given by 

L F iha a Fiy Fh= ;-= ,.0 
aya 

( 4.17) 

It easily seen that K is a normal subgroup, due to Eq. 
(4.4 ). 

The present situation is again parallel to that discussed 
in Ref. 22. 

Since K is normal, we may consider the factor group 
GJK, so getting a decomposition of Gc (or G) in cosets, 
each element of a given coset having the same effect on the 
solutions of the equations of motion of the others. As in Ref. 
22, in each coset of this decomposition we have only one 
transformation leaving the times t i fixed. Indeed, if gf is a 
given transformation of a coset, by performing a transforma­
tion of the same coset such that 
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Fi(y) = -g; (y), ( 4.18) 

we get, from Eq. (4.3), with a = i = 1,2, ... ,n, 

ti __ U,)i=ti+E(g; +Fi) =ti. 

The transformation (4.18) is uniquely determined, so 
we have in each coset one and only one transformation, 
which leave all the times fixed. With this choice of the repre­
sentative of each coset, we have a faithful representation of 
the group GJK (or G /K). 

Observe that Eq. (4.12) is satisfied for any L Fh • 

Coming back to Eq. (4.13), let us see what it implies for 
L g , in terms of the canonical variables. As already stressed, 
the correspondence between Lg and hg is not 1-1, due to the 
degeneracy of the two-form w. Equation (4.14) determines 
hg, once the r a{3 is given. Vice versa, from Eq. (4.14), with 
a = a, and saturated with 

{yc,ya} = _ (r-1)ca, 

[see Eq. (3.65)], and with Eq. (3.67), we get 

{hg,yC}=gC_gih~. (4.19) 

Therefore we have the following expression for L g : 

L = rP ~ = ( ,.,a _ gih ~)~ + giy' , 
g l5 aya l5 'aya ' 

that is 

Lg = {hg,·} +giYi , (4.20) 

where the g" are such that iL.W = dhg, for a given hg. Let us 
stress that gi + ( g') i is still solution of this equation, there­
fore: for given hg, the gi remain arbitrary. In Eq. (4.20) the 
{, } is defined as in Eq. (3.61). 

We see from this equation that Lg is determined by hg, 
apart from elements of the algebra of the normal subgroup 
K,as 

. . a 
g'y. = ( g'h a)_ . , , aya 

As a by-product of Eq. (4.13) we also get 

iy(iL w) = iy dhg = Yihg , 
'g , 

- iL (iyw) = Yihg , . , 

that is, by using Eq. (3.26) 

Yihg = 0, 

which is another way to get the n-time Noether theorem. 
We see from Eq. (4.20) that Lg is a true canonical gen­

erator for those transformations which leave the time fixed, 
that is when gi = O. These transformations are the ones 
which belong to the faithful representation mentioned be­
fore. 

From Eq. (4.20) we get an important result. If we con­
sider the commutator 

[Lm -g;"Yi,Ln -gjnlj] , 

where Lm ,Ln are the elements of a basis of the Lie algebra of 
Gc ' with structure constants c~n' as in Eq. (4.8), if we put 

a 
Lm =~aya' 

we find 

Longhi, Lusanna, and Pons 

(4.21 ) 

1902 



                                                                                                                                    

[Lm -imY;.Ln -gjn~] =C~n(Lk -ikYi) ' (4.22) 

where we have used Eq. (4.6). 
The result (4.22) implies for hg : 

{hm,hn} = C~nhk + dmn , (4.23) 

where the quantities d mn are constants. They are constant in 
t i even, as the h m are constants of motion, and their Poisson 
bracket too. They must also satisfy the following relations: 

dmn = - dnm , (4.24) 

(4.25 ) 

that is the dmn are the components of a two-cocycle defined 
on the Lie algebra f1 c of Gc • 

Let us once again stress that the explicit expressions for 
the h g are determined by the choice of the raP' as shown by 
Eq. (4.14), apart from the choice of some integration con­
stants (in all the variables ya and t i). Different choices of 
these integration constants will give different Hamiltonians 
hg, belonging to the same two-cocycle class of the two-coho­
mology group H 2 ( f1) of G.42 Only if H 2 ( f1) = 0, will in 
general be possible to make a choice that eliminates the 
quantities d mn , that is when the dmn are of the form C~nCk.43 

Another point which is worth mentioning, connected 
with the previous discussion, is the existence of transforma­
tions which leave the action invariant,44 that is such that 

Lg 
o - 0' = 0 , dOg = 0 . (4.26) 

Again following Ref. 22 we will look for a canonical 
transformation 

0-0'=0 +dA, (4.27) 

such that, combined with the transformation (4.9) genera­
ted by G, it will give a transformation leaving 0 invariant, 
that is such that 

!£ LgO' =!£ L.(O+ dA) = dIng + Lg(A») = O. 

If we can choose 

Lg(A) = - Og, 

we will have 0 invariant. 
The condition for the existence of a function A such that 

!£ L (0 + dA) = 0 
g 

can be obtained as follows. From Eq. (4.28) we get 

d(hg + iL 0 + !£ L A) = 0 , • • 
where we used Eq. (4.13), that is 

!£ L A = - (hg + iL 0) , 
• g 

(4.28) 

(4.29) 

apart from a constant, which can be reabsorbed in hg • 

If {L m } is a basis of the Lie algebra f1, as in Eq. (4.8), 
we have from Eq. (4.29) 

[ !£Lm'!£Ln]A 

= -!£ L (hn + iL 0) + !£ L (hm + iL 0) , 
In " " m 

or, since 

[!£ Lm'!£ Ln] =!£ [Lm,Lnl = c~n!£ Lk ' 
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C~n( -hk -iLkO) 

= -!£ L (hn + iL 0) + !£ L (hm + iL 0). (4.30) 
m If II m 

Now we have 

C~nhk - !£ Lmhn + !£ Ln hm 

=C~nhk -Lm(hn) +Ln(hm ) 

= C~nhk - {hm,h n} + {hn,h m} 

= C~nhk - 2{hm,hn}, 

since, from Eqs. (4.20) and (4.15), we have 

Lm (h n) = {hm,hn} . 

On the other hand, since 

i[x,y) = !£ Xiy - i y!£ x' 

we have 

(!£ L)Ln - !£ LJL,) 0 

= i[Lm,Ln 10 - iL)LnW 

= C~niLkO - {hm,hn} ' 

(4.31 ) 

where we used the fact that for anyone-form 0 it holds 

!£ xiyO = ix !£ yO - iXiy dO, 

and that 

iL)L"W = iLm dh n = Lm (h n) = {hm,hn}. 

(4.32) 

Collecting these results we get that the condition (4.30) 
for the existence of A becomes 

C~nhk - {hm,hn} = O. (4.33) 

A will exist when this relation holds for the h m , or for the 
h m with some constant Cm added, since in Eq. (4.29) we 
disposed of an additive constant for each hm • This means 
that the h m must belong to a two-cohomology class equiva­
lent to zero, or that it must be H 2 ( f1) = O. 

When the condition (4.33) holds, the group G is canoni­
cally realized and the hm are comoments34; we know that 
this is always possible for the inhomogeneous Lorentz 
group, but not for the Galilei group. 

In the n-time canonical formalism the dynamics is de­
scribed in terms of variables which are functions of n inde­
pendent times, that is the {x'} and the {Pi}; at equal times we 
should recover the usual canonical formalism. This implies 
that we should require that the canonical coordinates {x'} 
and the position coordinates {q'} be coinciding at equal 
times [see Eq. (3.75) ]. It is just the condition which defines 
the position coordinates in a unique way, when we follow the 
reverse procedure. This definition of the position coordi­
nates is due to Droz-Vincent,20 who gave it in a relativistic 
context. The reverse procedure was used by him in order to 
build explicit models for two relativistic bodies. 

In Sec. II and III we started from a set of equations of 
motion, written in a form best suited for the nonrelativistic 
dynamics. However, all that we have said is quite general, 
and not restricted to the nonrelativistic case. 

In the next section we will develop the before mentioned 
reverse procedure, and we will discuss the position coordi­
nates problem. 
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v. EXTENDED PHASE SPACE AND CONSTRAINED 
DYNAMICS 

In order to develop an a priori canonical theory, from 
which to recover the position coordinates and their equa­
tions of motion, and besides to make contact with the con­
straint's theory,6 it is useful to introduce an extended phase 
space, by defining a set of n new coordinates conjugated to 
the n times t i, which will be called the energies E;. with 

{Ei,t'} = ~. 

The new Poisson brackets will be 

{A,B}' = {A,B} + aA aB _ aB aA . 
aEi at' aEi at' 

(5.1) 

The space of the variables {xi,P;.t'} ofthe previous sec­
tions is recovered by requiring the constraints 

I/!i =0, (5.2) 

with 

I/!i = Ei - Hi (x,p,t) . (5.3) 

Since the Hi satisfy the integrability conditions (3.60), 
we have that the functions I/!i are first class constraints6 

(5.4) 

The manifold M, defined by Eq. (5.2), which is the 
original space of the previous section, now becomes a sub­
manifold of the new phase space M = R 2(N+ n) (N = 3n), 
since the rank of the matrix lIal/!;la(x,p,t,E) II is clearly n 
over all M, and this guarantees that M is a 2N + n submani­
fold of M.45 

The manifold M can be defined as a symplectic manifold 
(M,m), with a two-form m defined by 

m=d8, 
(5.5) 

which is clearly a closed nondegenerate two-form. 
The submanifold M with the two-form (() = dO, defined 

in Eq. (3.62), which is closed but degenerate [see Eq. 
(3.26) ], is a presymplectic manifold, in which a preferred 
Poisson structure has been introduced with Eq. (3.61).28 
The definition of M as a submanifold of M is an example of a 
theorem demonstrated by Gotay,27 which asserts that every 
presymplectic manifold may be coisotropically embedded in 
a symplectic manifold. This means that M is a coisotropic 
submanifold of M, which, in the language of the constraint's 
theory, means that it is defined by a set of first class con­
straints, exactly as we have seen with Eq. (5.4). 

The conditions that must be satisfied for a coisotropic 
embedding are expressed in the following way. Let us define 
the mapping 

j:M-+M, 

as specified by the conditions (5.2). The conditions are now 

(i) (() = j*m , 

(ii) TMl ~ Ij(TM) , 

where TM (TM) is the set of tangent vectors on M(M), 
Ij (TM) is the set of tangent vectors on M, which are tangent 
to the submanifold M, and TM 1 is defined as the set 
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TMl = {XETM, m(X,Y) = 0, VYEIj(TM)} , (5.6) 

called the m-orthogonal complement of M.34 

We now verify thatthe conditions (i) and (ii) are satis­
fied, and, in doing that, we will get the precise connection 
between the extended phase space M and the original space 
M. 

It is immediately seen from the definition of m in Eq. 
(5.5) and of (() in Eqs. (3.62) and (3.20), thatthe condition 
(i) is satisfied. Indeed we have that the mapping j is defined 
by the transformation 

j: (X,i,p';.t 'i) __ (xi,P;.t i,Ei ) , 

with 

Ei = Hi (Xi,Pi,t i) , 

so we have 

j*m = j* (dpi 1\ dxi - dEi 1\ dt i) 

= dpi 1\ dxi - dHi (x,p,t) 1\ dt i = (() . 

On the other hand, given any vector field on M 

. a a· a 
X=a'·-. +b··-+c'-., ax' , api at' 

we have on M 

- i (a aHj a) X= T(X) =a· -. +-. -, ax' ax' aE. , 

( 
a a~ a) +bi • -+----

api api aEj 

+c' -+----.( a aHj a) 
at i at i aEj , 

(5.7) 

(5.8) 

(5.9) 

(5.10) 

where the functions ai, bi
, and ci are restricted on M; this is 

the form of a vector field on M tangent to M. A vector field X 
of M belonging to TM 1 is such that 

m = (X,y) = 0 , for any YEIj (TM) , 

and if X is given in components as 

- . a a·a a X=a'·-. +{J .. -+y'-. +8.-, ax' , api at' , aEi 

this means 

. aHj . 
a'=--r', 

ap; 
a~ ; 

(J;= --r axi 
' 

8. = - aHj r j • 
, at; 

Substituting in Eq. (5.11) we get 

X= r}yj, 
where 

(5.11 ) 

(5.12) 

(5.13) 

(5.14 ) 

These n vector fields are precisely the images under j of 
the fields Y;. annihilating the two-form (() 

i y,(() = 0, 

that is 

Longhi, Lusanna, and Pons 

(3.26') 

1904 



                                                                                                                                    

due to the integrability conditions for the Hi' 
So we have that TM 1 is spanned by these vector fields 

Yo which span the kernel distribution of (i), as found in Sec. 
III. 

The coincidence of the kernel distribution of (i) and TM 1 

is characteristic of the coisotropic case; in particular, the 
vector fields Yi generate the functions 'I/Ii' which define the 
submanifold M 

iylii = d'l/li ' (5.16) 

which corresponds to Eq. (5.13). 
It is now easily verified that even the condition (ii) is 

satisfied. Indeed any YE1j(TM) has the form (5.10), and, 
with the choice 

. aHj a'=--api ' 
(5.17) 

for any given j, and making again use of the integrability 
conditions for the Hi' we get that Eq. (5.10) becomes Eq. 
(5.14), which shows that TM 1 c;.1j(TM). 

In conclusion we have that the two conditions for a coi­
sotropic embedding are satisfied. The relation between M 
and the submanifold M is given by Eqs. (5.8) and (5.10). 
The equations of motion, which were given by Eq. (3.71), 
are now given by Eq. (5.16), with the vector fields Yi given 
by Eqs. (5.14), to which we have to add the algebraic equa­
tions 'I/Ii = O. It is clear from Eq. (5.4) that the 'I/Ii are con­
stants of motion. 

From Eq. (5.16) we get explicitly the equations ofmo­
tion, as the equations for the integral curves of the vector 
fields Yi 

dxi = {xi,'I/I)' drj , 

dpi = {Pi,'I/Ij}' drj , 

dt i = {t ','1/1)' drj , 

dEi = {Ei'l/l)' dr j , 

where j = 1,2, ... ,n. 

(5.18) 

Due to the particular form of the functions 'I/Ij' the equa­
tions for the times are simply 

( 5.19) 

which determine the parameters r j in terms of physical co­
ordinates. In this way, and using the constraints (5.2), we 
recover the equations of motion (3.73). 

Since the manifold (M,w) is symplectic, that is the 
closed two-form iii is now not degenerate, the correspon­
dence between the functions 'I/Ij and the vector fields 1'; given 
by Eqs. (5.14) or (5.16) does not have the ambiguity of the 
analogous corespondence in the space M, manifested by the 
appearance of the undetermined components g' in Eq. 
( 4.19). 

This is also true for the Hamiltonian vector fields gener­
ating the transformations of the invariance group G of Sec. 
IV. We have indeed, using Eq. (5.10), that the vector fields 
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on M corresponding to the vector fields Lg of Sec. IV in Eq. 
(4.12), are 

Lg = 1j(Lg) = {hg,.}' + g'{'I/Ii'·}' . (5.20) 

In getting this result we have to use the fact that the hg 
are constants of motion [see Eq. (4.15)], which can now be 
written 

(5.21) 

and the first class character of the '1/1,. 
Ifwe choose a basis {hm} for the Hamiltonians hg, such 

that 

Lm = {hm,'}' , (5.22) 

where Lm = 1j (Lm ), and where the Lm satisfy the commu­
tation relations (4.8), we see, from Eq. (5.20), that any Lg 
can be written as 

n 

Lg = LamLm + L if" 
m ;=1 

which agrees with 

iI • {jj = dhg , 

or 

Lg = {hg , • }' , 

where 
n 

dhg = L am dh m + L g'd'l/li . 
m ;=1 

Equation (5.24) is easily verified 

n 

= Lam dhm + L g'd'l/li =dhg • 
m ;=1 

From Eq. (5.24) we also get 
n 

Lg = {hg ,. }' = Lam {hm,'}' + L gi{'I/IO·}' . 
m ;=1 

(5.23) 

(5.24) 

(5.25 ) 

(5.26) 

(5.27) 

The vector fields Lm and Y" tangent to the submanifold 
M, leave invariant the constraints hypersurface 'I/Ii = 0, in­
deed 

Lm'l/li = {hm,'I/IY = 0, 

1';'1/1, = {'I/Ij''I/IY = 0 , (5.28) 

where the first of these equations comes from the constancy 
of the Hamiltonians hm [see Eq. (5.21)], and the second 
corresponds to Eq. (5.4). 

In other words, Eqs. (5.28) show that under the action 
of the algebra ~ of the invariance group G, of which the 
vector fields Y i are an Abelian subalgebra, the new energy 
canonical coordinates E, are defined in such a way to trans­
form like the Hamiltonians Hi 

{hm,E,}' = {hm,HY , 
(5.29) 

{'I/Ij,E,}' = {'I/Ij,H,}' . 

The meaning of the subalgebra spanned by the vector 
fields Y, is that it generates the transformations of reparame­
trization T'-+-r'i = t,6' (r) ofthe equations of motion (5.18), 
and are invariances of the dynamics. 
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Observe however that the canonical coordinates 
{xi,Pot i,E) are not observables, in the usual meaning in 
which this word is used in the constraints theory46; the ob­
servables, that is the canonical quantities with zero Poisson 
brackets with the constraints rpi are more precisely the con­
stants of motion (that is the independent initial data of the 
dynamical problem). This is a slight departure from the usu­
al gauge theories. 

The systems under consideration have vanishing ca­
nonical Hamiltonian, He = 0, and are described by n first­
class constraints rpi = 0, which are in strong involution [see 
Eq. (5.4)], and which are generators of the gauge transfor­
mations in M. 

In the standard approach6 one introduces the Dirac 
Hamiltonian 

n 

HD = I A i(1')rpi' (5.30) 
i=1 

and one writes the following Hamiltonian equations: 

dA(1') = {A(1'),HD)'::::IA i(1'){A(1'),rp)' , (5.31) 
d1' i 

where A is any of the canonical variables of the extended 
phase space, function of a scalar parameter 1'. These equa­
tions describe the most general gauge transformations in M, 
due to the arbitrariness of the Lagrange multipliers A i ( 1'). 

Equations (5.18) are recovered by introducing n indepen­
dent parameters ..f in the following way: 

(5.32) 

and by a redefinition of the quantity A as function ofthe n..f. 
We now have all the ingredients for a discussion of the 

formalism in the extended phase space. 
Here we are most interested in discussing the problem of 

the physical positions qi, when we start with an a priori ca­
nonical dynamics. Following Ref. 20, the position coordi­
nates can be defined as the solutions of the following partial 
differential equations of the first order: 

~qi= _{qi,rp)'=O, for i#j, (5.33) 

where iJ = 1,2, ... ,n, and with 

qi = Xi, at t i = t , (5.34 ) 

as Cauchy surface for the definition of the initial conditions. 
Observe that the hypersurface t i = t in the phase space 

is not in variant under the action of the vector fields Yi • This 
is the required condition for the Lemma (V9) of Ref. 20 to 
hold. The qi determined by Eqs. (5.33) and (5.34) are 
unique. They are a function of the ..f, but, in view of Eq. 
( 5.19), they can be thought of as a function of the times t i. 

From Eq. (5.33) it follows 

Vi = - {qi,rpJ' = yiqi , 

ai = {{qi,rpJ',rpJ' = YiVi , 

and 

(5.35) 

(5.36 ) 

~Vi = - {vi,rp)' = 0, for i#j, (5.37) 

~ai = - {ai,rpj}' = 0, for i#j. (5.38) 

Observe that Eqs. (5.21) ensure the invariance of the 
solutions of Eq. (5.33) under the invariance group G. 
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In the spirit of the present approach, we have to look for 
position coordinates qi not depending on the energies Eo 
since the qi must live in the original phase space. So we can 
reinforce the requirement (5.33) with 

{qi;tl}' = 0 , for any j. 

From these equations it follows: 

{Vi,tl}' = 0 , 

{ai,tl}' = 0 . 

(5.39) 

(5.40) 

(5.41 ) 

FromEqs. (5.33), (5.39), (5.40), and (5.41) it follows: 

Vi = yiqi = Yiqi, 

a i = YiVi = YiVi , 
( 5.42) 

where Y i are the vector fields on M defined in Eq. (3.70). 
In the case in which the restricted integrability condi­

tions (3.1) hold, theqi and thevi coincide with the originalya 
ofEq. (3.3). Actually, we have recovered Eqs. (2.9), start­
ing from a phase-space approach. As a by-product, the vari­
ables qi so obtained have the same covariance properties of 
the original n-time physical coordinates, and, like them, are 
not canonical variables. Of course, they become canonical 
variables when at least one Lagrangian does exist for the 
Newtonian system [seeEq. (3.76)]. 

Also in the n-time formulation of the nonrelativistic the­
ory one of the forms of the no-interaction theorem of the 
relativistic dynamics 18 has been obtained: the identification 
qi = Xi, i.e., both covariant and canonical, is allowed in the 
free case only, because only then it is Xi(t l,t 2

, ... ,tn ) 

= xi(t i) = qi(t i) (see Ref. 47 for a nonrelativistic no-inter­
action theorem). 

We now give a formal demonstration of the nonrelativis­
tic n-time no-interaction theorem (which can however be 
also applied to a relativistic system described by a set of first­
class constraints). In this demonstration no use is done of 
the canonical kinematical Galilei (Poincare) algebra (see 
the review paper quoted in Ref. 18 for a comparison). 

Our hypotheses are that the system is described by the 
first-class constraints (5.2) in M; the physical coordinates qi 
are obtained from Eqs. (5.33) and (5.34), with the Vi and ai 

given by Eqs. (5.35) and (5.36), and moreover Eq. (5.34) 
still holds when the times are different, so that 

{qi,m,qi,k}' = {xi,m,xj,k}, = 0 

[this is the crucial hypothesis, since it implies Xi = xi(t i)], 
A final hypothesis, which is also needed in the standard 

relativistic formulation, is that 

det(JVi,m) # 0 . 
Jpi,k 

(5.43 ) 

From Eq. (5.33) and from {qi.m,qi,k}' = 0 we get 

{qi,m,zI,k}' = 0 , for i # j , (5.44) 

which implies 

JzI,k 
--=0, for i#j. 
JPi,m 

Then we get 
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det( J';.k ) = II det( JV
i
.
k )#0, 

JPi.m , JPi.m 
due to Eq. (5.43). 

From Eqs. (5.4), (5.33), and (5.44) we obtain 

{v i
•
m

,,,,)' = 0, for i#j, 

{ai,m,,,,)' = 0, for i#j, 

{vi.m,,;,k}' = 0, for i#j, 

{qi,m,ai,k}' = 0, for i#j. 

(5.45 ) 

(5.46) 

From the last of these equations, and with the use ofEq. 
(5.44), we get 

Jai,k = ~ ~o J(p =~o Jai,k =0 
J ~ J :l...1 J :l...i ' for i # j . 
'Pi,m I 'Pi,m UY 'Pi,m UY 

Equation (5.43) then implies 

Jai· k 
--=0 for i#j. 
Jvi•m ' 

(5.47) 

Finally, Eqs. (5.37), (5.44) and the third ofEq. (5.46) 
imply 

and, from Eq. (5.43) 

Jai· k 
-- = 0 for i # j. 
Jqi,m ' 

Equations (5.47) and (5.49) give the result 

ai = ai(qi,yi,t i) . 

Space-time invariance then implies 

a i = ai(yi) , 

and this equation describes a free motion only. 

(5.49) 

In the case of the restricted integrability conditions 
(3.1), and by looking at the one-form 0 [see Eqs. (3.10) and 
(3.62) ] 

S= (b 0= (b (Viodqi+Vi+nodyi-Vidti) 
JaU) Ja(/) 

(5.50) 

we see that the requirement qi = Xi at different times, leading 
to the no-interaction theorem, implies 

Vi=Pi, 

(5.51 ) 

Vi=Hi · 

Therefore, V i + nO dyi = d</J(yl,y2, ... ,yn), and this sur­
face term can be eliminated from the action (3.10). More­
over, the form of Vi + n implies 

(5.52) 
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at different times. Vice versa Eq. (5.52) implies the second 
ofEqs. (5.51), and Eq. (5.50) gives 

Vi 0 dqi - V; dt i + d</J = Pi 0 dxi - Hi dt i . 

This last equation can be rewritten 

Ui 0 dqi - Vi dt i = Pi 0 dxi - Hi dt i - d</J 

= P'i 0 dX'i - H'i dti, (5.53 ) 

where X'i, p/j> H'i are defined by the canonical transforma­
tion associated to </J. Therefore Eq. (5.42) imply 

at different times. 
This is a new formulation of the no-interaction theorem: 

if rab satisfies Eq. (5.52) at different times, a free motion 
only is allowed. 

Let us return to the line action (3.10) for the first-order 
system (2.9). A necessary and sufficient condition48 to get 
from Eq. (3.10) an action for a second-order system, inde­
pendent of the accelerations, is 

V. = J</J(yl,y2, ... ,yn) 
l+n avi ' 

where 

. dqi 
y'=-. 

dt 
But, as we have just seen, this condition implies the no-inter­
action theorem. Therefore we get the result that an accelera­
tion independent action for the n-time second-order equa­
tion (2.6) (which could be called a predictive action) does 
not exist, except in the free case. As shown in Ref. 49 a pre­
dictive action, giving rise to a canonical realization of the 
kinematical algebra at the Galilei or Poincare groups, can be 
only obtained with a Fokker-like action, depending on the 
accelerations of every order. Instead, if we restrict the line 
action (3.10) to the path t 1 = t 2 = ... = tn, the previous 
condition on U i + n implies Eq. (5.52) at equal times only, 
and this is Eq. (3.76), which was shown to be the condition 
for the existence of a Lagrangian associated to the canonical 
structure r ab' Let us remark that, if the canonical structure 
r ab does not admit a Lagrangian, the corresponding Vi + n is 
not the gradient ofa function </J(yl,y2, ... yn). 

Let us now consider a set of Newton equations (2.1) 
admitting a Lagrangian L( qi,qi,t) (or many s-equivalent La­
grangians Lp ). Its action S L can be put in a form invariant 
under a reparametrization, by enlarging the configuration 
space from {q'} to {qi( r),t( r)} 

f · ( i qi(r) ) SL= drt(r)L q(r),-.-,t(r) . 
t( r) 

(5.54 ) 

In the n-time approach, a canonical structure r ab, satis­
fying Eq. (3.76), corresponds to L, and, therefore, there is a 
set of first-class constraints (5.2) in the enlarged phase 
space M. The associated Dirac Hamiltonian H D [see Eq. 
(5.30)], gives a set of Hamilton equations, where xi(r) 
= Xi(t l( r),t 2

( r), ... ,t"( r»). The first half of these equations, 
implemented with the constraints (5.2), is 
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ti(r) = -Ai(r), 

Xi( r) = I A j
( r){xi( r),th}' , (5.55) 

j 

tPi = €i - Hi (x,p,t) = 0 . 

When these equations can be inverted to get €i> Pi> A i in 
terms of Xi, Xi, t i, ii, the following inverse Legendre transfor­
mation generates a singular Lagrangian L 1, depending on Xi 
and not on qi 

(5.56) 

Its Hessian has n null eigenvectors, implying the exis­
tence of the n first-class constraints (5.2), and of n gauge 
invariances of L 1, of which one is the r-reparametrization 
invariance, which guarantees He = O. 

The LI corresponding to the case of a harmonic oscilla­
tor has been calculated in Ref. 12, and it is given in Appendix 
A. It turns out that 

SI = f dr L1i= f(fi. dXi +gi dt i) 

(that is, it is associated to a generalization of Finsler geome­
try50), showing once again that a predictive action does not 
exist. However, as shown in Ref. 12, SJ restricted at equal 
times reproduces Eq. (5.54), since at equal times it is qi = Xi. 
(See Ref. 51 for other forms of the no-interaction theorem in 
the relativistic case, based on singular Lagrangians. ) 

Let us remark that the systems we are considering have 
constraints tPi linear in the €i' Therefore, the first two ofEqs. 
(5.55) do not depend on €i' and the A i are always equal to 
the - i i. This fact prevents the use of the so-called Dirac 
Lagrangian L D , often used for the path integral of the rela­
tivistic systems, whose tPi are at least quadratics in the 
€i =p? 

L (Xi,,, Xi,,, 1 i) =p. Xi,,, - H 
D 'v'" 1,P. D' 

where the h" are obtained from the first half ofthe Hamil­
ton equations [they are analogous to the first two of Eq. 
(5.55)], but the equations tPi = o are not required. InLD the 
A i are Lagrange multipliers, which are considered as ein­
beins52 to recover the constraints tPi = 0 (they appear as sec­
ondary constraints from the primary ones 

JLD 
11"i =-.-. =0). 

JA' 
For instance, for the free relativistic particle in the massless 
limit, the corresponding equations (5.55) cannot be solved 
for the A i, and only L D is available. 

When the Newton equations (2.1) do not admit a La­
grangian L, there are still the first-class constraints for each 
allowed canonical structure r ab' not necessarily satisfying 
Eqs. (3.76). In this case, either L J does not exist [Eqs. 
(5.55) are not invertible in the Pi], or LI does not admit an 
equal time limit. 

VI. CONCLUSIONS 

To conclude let us summarize the results obtained. 
Starting from the Newton equations (2.1), the n-time sec­
ond-order equations (2.6) were obtained, and then they 
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were transformed in the first-order system (2.9). To each 
solution U~ of Eqs. (3.44) [modulo a canonical transfor­
mation of the kind of Eq. (3.40) 1 a symplectic structure 
(r- I )abis associated. To each of these symplectic structures 
there is an associated set of first-class constraints (5.2) in the 
enlarged phase space M. We have also seen how to recover 
the original equations (2.9) from each canonical structure, 
by means of the Droz-Vincent equations (5.30) and (5.31). 

Let us remark that what we have constructed are only 
local canonical structure (r - I) ab: whether some or all of 
them can be globalized will depend on the given system; it is 
also possible that no global canonical structure will exist. 

The open problem is which canonical structure is more 
relevant from the physical point of view; different Hamilto­
nians will generate different classical and quantum theories. 
(See Ref. 25 for a review of these ambiguities, and for a rich 
bibliography on the argument. ) 

When the Newton equations (2.1) admit one Lagran­
gian [modulo the trivial transformation L-.L + dF(q,t)! 
dt], there is only one canonical structure with a r, which 
satisfies Eq. (3.76), thus allowing to recover the Lagrangian 
L. This is the preferred canonical structure, and at equal 
times we recover the standard Hamiltonian formalism, with 
qi = Xi and 

When the Newton equations (2.1) admit K (with possi­
bly K = (0) s-equivalent LagrangiansLp ' withp = 1,2,oo.,K, 
there are K canonical structures with r~c) satisfying Eqs. 
(3.76). Some of them will be excluded because of the lack of 
a canonical realization of the kinematical algebra (of the 
Galilei group, in this case) (see Ref. 53 for a noncanonical 
realization of the Lorentz algebra). Thus only say L p' and 
r~t'), withp' = 1,2,oo.,h..;;K, are left, and, as shown in Ref. 
41, each of them canonically realizes a different subgroup of 
the dynamical symmetries of the equations (2.1). When the 
system has no bound states, one selects the unique r~t'), 
which satisfies the separability condition. 54 The other re­
strictions which can be imposed are that: (1) H = 'LiHi 
must be interpretable as the energy of the system; (2) if we 
add a perturbation, the perturbed Newton equations must 
still allow the existence of at least one Lagrangian55

: this is a 
very stringent condition, which usually singles out a unique 
L, and a unique canonical structure; (3) the equal time ac­
tion S( p') = fdt L( p') becomes the phase of the wave func­
tion at the quantum level: therefore, at least in principle, an 
interference experiment could discriminate among the var­
iousS( p') .56 When the Newton equations (2.1) do not allow 
any Lagrangian, a canonical structure with r ab satisfying 
Eq. (3.76) does not exist. In general, even at equal times, we 
have {qi,m,q,kh6 0, and, since we do not have a good defini­
tion of the energy, we cannot give any particular significance 
to H = 'LiHi' The other two restrictions are the requirement 
of a canonical realization of the kinematical group, and the 
requirement (3) above. Only if the dynamics is separable, a 
unique canonical structure is singled out. 

Once a canonical structure has been chosen, we obtain a 
well defined set of first-class constraints associated to the 
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original Newton equations, even when they are coupled to 
external fields. In general the coupling to external fields will 
be not minimal; in the constraint's approach this implies 
that, when there is a well defined one-time theory underlying 
the first class constraints, like in this case, not every coupling 
with external fields will be allowed, but only those which 
preserve the first-class character of the constraints. See for a 
comparison the restrictions on the external supersymmetric 
fields, when coupled to matter supermultiplets in Ref. 57. 

Let us remark that the chosen canonical structure in the 
presymplectic manifold M has to be identified with the class 
of Dirac brackets, which can be defined starting from the 
constraint's theory in the enlarged phase space M, with the 
gauge fixings t I - t2 = const. Indeed, in our construction, 
there is the underlying hypothesis that the time variables are 
globally defined on M. 

As already noticed the present approach can be applied 
to relativistic particle systems described by a set of first-class 
constraints. One has to solve the mass-shell constraints in 
the energies and to apply the present analysis to each deter­
mination of the energy spectrum. In this way the manifest 
covariance is lost and, at the quantum level, this would cor­
respond to the not manifestly covariant Hamiltonian ap­
proach of Feshback-Villars58 after the Foldy-Wouthuysen 
transformation has been performed. 59 

APPENDIX A: AN EXAMPLE 

In order to give an explicit example of the procedure 
sketched in Sec. II, let us consider the very simple case of a 
two particles system, with a harmonic mutual force. The 
one-time equations of motion of this system are 

mlql = _ k(ql _ q2) , 

m2q2 = + k(ql _ q2) , 
(AI) 

where k is the elastic constant. In this simple case it is possi­
ble to get the following explicit expression of the two-time 
forces: 

yl = + (m lw
2/Ll){ - w(l + a cos(W'T»)(ql _ q2) 

+ a(w'T cos(W'T) - sin (W'T) )v l 

+ (W'T + a sin (W'T) )v2} , 

y2= - a (m2w2/ Ll ){ - w(a + cos(W'T»)(ql _ q2) 

+ (aw'T + sin ( W'T) )v I 

+ (W'T cos (W'T) - sin(w'T) )v2} , 

where 

a=m l /m 2 , w=,jk//-t, 

/-t=m l m 2/m, m=m l +m2 , 

and 

(A2) 

(A3) 

(A4) 
Ll = w [1 + a 2 + 2a cos (W'T) + aw'T sin (W'T)] . 
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It is easily verified that, when 'T = 0, we get the forces 
(AI). Moreover, we may verify that the integrability condi­
tions 

dyl 
--=0 

dt 2 ' 

are satisfied. 

(AS) 

In Eqs. (A2) the qi and the Vi (i = 1,2) must be under­
stood as functions of their own time t i: 

ql = ql(t I), q2 = q2(t2) , 

and so forth. 
The general solution of the two-time equations of mo­

tion 

miai(t i) = yi( 'T,ql _ q2,Vi) , 

can be written 

(A6) 

ql(t I) = a + bt 1+ c cos(wt I) + d sin(wt I), 

q2(t 2) = a + bt 2 - a[c cos(wt 2) + d sin(wt 2
)] , 

where a, b, c, and dare 12 constraints of integration. 
Observe that yl + y2 is in general different from zero, 

except when 'T = o. That is, the action-reaction law is satis­
fied at 'T = 0 only. 

Also observe that, since the original set of equations 
(A 1 ) is autonomous, the forces (A2) depend on 'T = t I - t 2 
only. 

We give here without demonstrations an example of two 
first class constraints, describing the dynamics of two parti­
cles of masses m l and m 2, respectively, 

t/!i =Ei -Hi'ZO (i= 1,2), 

with 

Hi = (l/2mi ) [p/ + V( p2)] , 

where 

p=r- ('T/m)p, 

and 

p = PI + P2' r = Xl - X2 . 

(A7) 

(AS) 

Here Xi are the canonical variables for the two particles. 
When we consider the equal time dynamics, we have to add 
the two constraints and to put t I = t 2. In this case we have 
Xi = qi, and the sum of the two constraints becomes the usual 
conservation of the total energy, with a potential given by 

(l/2/-t) V(r2) , 

/-t being the reduced mass. 
In the case of a harmonic oscillator we have to choose 

V(p2) = /-t2W2p2 . 

In this last case it is possible to give the explicit expres­
sion of the singular Lagrangian, mentioned in Sec. V, and 
given in Ref. 12. Its expression is the following: 
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where 

K = f.i2UJ2-(2lm 2 • 

and 

APPENDIX B: DISCUSSION OF EQ. (3.44) 

In this appendix we want to show that the equations for 
Ua and Vi 

rabhr= r ai • 
(3.18') 

rabh~hJ= rij 
(where we recall that a.b = 1,2 •...• 2N; and i,j = 1.2, ... ,n) 
imply for the Ai defined by the equation 

Vi = Uah ~ + Ai • 

the condition 

ljAi = YiAj , 

which has for general solution 

(3.46) 

(3.47) 

Ai = - Y,<I>. (3.48) 

with <I> an arbitrary function of {ya} and {t'}. 
If we perform the substitution (3.46) in the expression 

for the r ai • and use Eqs. (3.18'). we get 

aUa a b 
ra,' =-. +-(Ubh. +X) 

at' aya ' , 

aUa b b aUa = -- - r bh . + h . --ati a, , ayb 

ah b ax 
= YiUa + Ub --' +-' + r ai • 

aya aya 

from which we get the following equation for the {U a}. once 
the Ai are given 

ah b 

YiUa = - Ub --' 
aya aya 

The second of Eqs. (3.18') can be written 

= _ Ua(ah~ _ ahi) _ (aA; _ aA~). 
at) at' at) at' 

which. using Eq. (BI). gives 

ljA; - Y;Aj + Ua (ljh ~ - Yih i) = 0 . 

(BI) 

But the h ~ satisfy the integrability conditions (3.8). so 
we get 

ljA; = YiAj' 

The general solution of these equations in Ai is given by 
Eq. (3.48). since they are the integrability conditions in or­
der that Eq. (3.48) could be integrated in <1>. for given A;. 

With Eq. (3.48) the functions V; can be written 

Vi = Uah ~ - Y;<I>, 
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so that Eq. (BI) for the Ua becomes 

ah b ~.:M.. ah b 
y U + U __ ' = y. _u'V_ + _u'V _ __ ' 

, a b aya 'aya ayb aya' 

since 

(B2) 

or 

Y;(Ua _ a<t» + ah r (Ub _ a<t» = o. 
aya aya ayb 

(B3) 

which is Eq. (3.44). So we finally have 

Ua = U~ + a<l> , 
aya 

and 

v. = U O h a _ a<l> 
, a' at; , 

with U~ satisfying Eq. (3.44), which is the wanted result. 
It is now easily verified that Eq. (3.44) for the U~ are 

integrable. Indeed the integrability conditions of a system 
like 

Y;Ua =Aa;( y.t,U) • (B4) 

are 

ljAa; = YjAaj • (BS) 

as it is easily verified using Eq. (3.2S). 
For the Eq. (3.44) the condition (BS) becomes 

( ° ah r) . . lj U b -- = (l+-+j), 
aya 

that is 

° ah r ° ah j ah r . . 
Ublj -- - U c ----= (l+-+j). 

aya ayb aya 

or. using Eq. (B2) 

° a b o( ah j ah r ah J ah ~ ) . . 
U b -ljh; - U c ----+---- = (l+-+j). 

aya ayb ayQ ayQ ayb 

and finally 

U O
b ~(Yhb_ Y.h b

) =0. 
aya)' ') 

(B6) 

which is satisfied. So the equation for U~ are integrable. 
Another way to get the result (3.48) and the last result. 

or better to see how to integrate the equations for U~. once 
the general solution of the original equations of motion is 
known. is the following. 

Let us introduce the new variables 

z" = Z"( y.t) • (B7) 

defined as the solutions of the system 

YZ" = (~ + h a~) Z" = 0 . 
, at' , aya 

(B8) 

This system is completely integrable, since the vector 
fields Y; are commuting. It follows that it has 2N indepen­
dent solutions. which we call Z"( y,I). For a general function 
I( y,t) let us put 
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I( y,t) = f(z,t) . (B9) 

From Eq. (B8) we have 

YJ( y,t) = -.!-:-!(z,t) , 
at' 

(BlO) 

and this means that Eqs. (3.47) can be written 

a - a -
-. Ai (z,t) = -. Aj (z,t) , 
at l at' 

(BIl) 

which has the general solution 

- a -Ai (z,t) = - -. ~(z,t) = - Yi~(y,t)· 
at' 

(BI2) 

Transforming the equation for the U~ to the new vari­
ables, that is Eq. (3.44), we get 

a - 0 - 0 azc a (ayb ) -. Ua(z,t) = - U b(Z,t)-- -. , 
at' aya ar at' 

whereYCz,t) are the old variables in terms of the new ones. 
Since 

OZO ayb = {ja 
ayb ar cO 

for the required independence of the ZO, we get 

or 

a-a alJo 
~ a ---= 

ar at i 

(Bl3) 

(BI4) 

These equations have the general solution for lJ~ 

(BI5) 

where the functions Ka are 2N arbitrary functions. 
Clearly, the variables zO are nothing more than the com­

plete set of the constants of motion of the original system of 
equations of motion. Their knowledge determines the U~, 
with the arbitrariness expressed by Eq. (B 14), and in turn 
they determine the whole class of solutions for the Ua and 

Vi' 
The one-form eo ofEq. (3.50) can now be written 

but, from the definition of the variables za = ZO( y,t), and 
from their assumed invertibility, we get 

which, beside Eq. (B8), tells us that 

ayb - b 
-=h. 

1911 

at i ' • 

So we get 

eo = K aya dzb. 
a azb 

Clearly, we may choose 
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(BI6) 

(BI7) 

(BI8) 

for b = I,2, ... ,N, 

(BI9) 
K aya =0 ~ b N IN 2 2N a azb ' lor = +, + , ... , , 

which is a solution which satisfies the condition (3.17). In­
deed, we may write r ab in the following way: 

with 

r - azc W oz<1 
ab - aya cd ayb ' 

W - a (a
ya 

lJO) a (ayo lJO) 
cd - az<1 ar a - aZc az<1 a , 

(B20) 

(B2I) 

and it is only necessary to verify that Wcd is nonsingular. But 
with the choice (B 19 ), we see that Wed is the symplectic 
metric: 

Wcd = {jc+ N,d - {jd+ N,e , (B22) 

which has determinant equal to + 1. 
With the choice (BI9) we have 

N 

e o= L Zb+Ndzb, (B23) 
b~l 

which is in symplectic form, and shows the connection of the 
variables Pi and Xi (i = 1 ,2, ... ,N), with the constants of mo­
tionzO (a= I,2, ... ,2N) [seeEq. (3.53) and (3.49)]. 
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Among its solutions, the self-duality equations of SU (2) Yang-Mills theory possess 
configurations called summable chains of instantons. The symmetry properties of these 
solutions are studied and it is shown that they are invariant under an O( 3) ® O( 2) subgroup of 
the conformal group of Euclidian space-time. This exceptional invariance is exploited in order 
to establish new summability formulas and to characterize the action densities of these classical 
solutions of the SU(2) gauge theory. 

I. INTRODUCTION 

The problem of finding all the finite action, classical 
solutions of the SU (2) Yang-Mills theory I has provided an 
interesting challenge for mathematicians and physicists. A 
considerable number of solutions have been obtained in Eu­
clidian space-time by solving the stronger conditions of self­
duality, 2 which lead to a system of first-order equations. 

The most prominent self-dual solution is the instanton 
of Belavin, Polyakov, Schwartz, and Tyupkin. 3 Rapidly, a 
superposition principle for instantons was discovered, 
thanks to the beautiful ansatz invented by Corrigan, Fairlie, 
t'Hooft, and Wilczek.4 For any integer N (labeling the ho­
motopy class), this ansatz allows us to construct a family of 
solutions depending on SN + 4 real parameters for N> 2 
(this number is, respectively, S, 13 in the cases N = 1 and 
N = 2, see Ref. S), while it is known that the most general 
solution depends on SN - 3 parameters.6 The construction 
of the extra solutions requires more elaborated techniques.7 

Among the solutions available in the Corrigan, Fairlie, 
t'Hooft, Wilczek ansatz, some of them, called summable 
chains of instantons, enjoy very remarkable properties stud­
ied by Boutaleb-Joutei, Chakrabarti, and Comtet in Ref. S. 
These authors have shown, namely, that (a) the summable 
chains of ins tan tons arise naturally in the study of static solu­
tions ofthe Yang-Mills equations considered in a de Sitter 
space; (b) the Green's functions for such instantons back­
ground can be given in a compact form; (c) in the large N 
limit they converge to the Prasad-Sommerfield static mono­
pole solution (see also Ref. 9); and (d) they constitute good 
starting points for generating new self-dual solutions by the 
technique of Backlund transformations (see Ref. 10 and 
sources cited therein). 

In this paper, we shall derive some new properties of the 
summable chains of instantons of Ref. 8 and discuss in de­
tails their relations with another class of summable solutions 
introduced in Ref. 11 and reconsidered recently in Ref. 12. 

The next two sections are devoted to a summary of the 
basic equations of the ansatz and a discussion of the solutions 
that can be qualified as summable chains. In Sec. IV, we 
demonstrate that these configurations of the gauge fields are 
invariant under an O( 3) ® O( 2) subgroup of the group of 
conformal transformations in Euclidian space-time. We de­
rive new summability formulas in Sec. V and exploit them in 

Sec. VI to characterize the action densities associated with 
some of these classical solutions. 

II. GENERALITIES 

The action density of the SU(2) Yang-Mills theory 
reads 

L = -! Tr FJ.lyFJ.lY' 

FJ.lY = JyAy - JyAJ.l + i[ AJ.l.A y ] , 

(2.1) 

(2.2) 

where the gauge potentials AI' are elements of the algebra of 
the gauge group, SU (2) in this case. All the solutions that we 
will study here can be obtained in the Corrigan, Fairlie, 
t'Hooft, and Wilczek ansatz.4 The gauge potentials assume 
the form 

(2.3) 

1Jlk±}a = £ajk' 1Jk;f}a = ± Dak (j,k = 1,2,3), (2.4) 

for which the self-duality equation 

FJ.ly =! £J.lYPUFpU = ± FJ.lv (2.S) 

reduces to a scalar equation for the potential p: 

(lIp)¥ = 0, !1=JJ.l Jw (2.6) 

This equation admits among its solutions the functions be­
low labeled by an integer Nand by SN + 4 real constants l2 

[an overall normalization factor is irrelevant from the 
choice (2.3)]: 

N A 
p(x) = i~O Ix _ ~ (i}1 2 ' 

Ai> 0, k (i) #- k (j), for i #-j. 

In this formalism, the action density is given by 

L = - ~ !1!1lnp, at x#-k (i). 

(2.7a) 

(2.7b) 

(2.S) 

It is well known that the singularities at x = k(i) in Eq. 
(2.7) are gauge artifacts and can be eliminated by a suitable 
gauge transformation 13; in fact, only the numerator of p, say 
P, enters in the action density of these configurations; 

L = -!!1a In P, 

L = QIP4. 

(2.9a) 

(2.9b) 

From the requirement Aj > 0, it is easy to see that P is posi­
tive. Naively, Q is a polynomial of degree SN - 4 but, be-
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cause of the properties of the operator 1:l.1:l., it appears to be of 
degree 8N - 8 only, insuring the integrability of the action 
density (2.9) over space-time: 

(2.10) 

III. SUMMABLE CHAINS 

We will mainly focus our attention on the two classes of 
potentials given by (from now on N=.n - 1) 

n-I sec2 fh 
PI (n,x) = L [ 2 2 2 2' (3.1) 

k=O (xo-tanOk ) +x1 +x2 +x3 ] 

Pu (n,y) 
n-I 1 

= L [ . 2.a 2 ,.;1. ,.;1. .a 2]' k=O (yo-sm Uk) +YI +Y2 + (Y3-cos2uk) 
(3.2) 

with 

Ok = ktrln + e, O';;;e < 1T'ln. (3.3 ) 

The parameter e plays no role in the solutions, indeed it is 
related to the gauge invariance that occurs in the ansatz 
(2.7) when all the positions k(i) are chosen on a line or on a 
circle (Ref. 5); it is, however, useful to keep it in the equa­
tions. 

The solutions (3.1) and (3.2) have been considered pre­
viously in different contexts. 

(i) For e = a the potential ofEq. (3.1) is the one used 
by the authors of Ref. 8, where they introduce the notion ofa 
summable chain of ins tan tons [see their Eq. (2.20)]. Their 
alternative formula [Eq. (2.19)] can also be reproduced 
from Eq. (3.1) above with the choice e = a (resp. e = 1T'12n) 
for even (resp. odd) values of n. 

(ii) The solutions associated with the potential (3.2) 
are a subset of a large class of self-dual gauge fields invariant 
under an 0(2) ®0(2) subgroup of 0(4), the group of 
space-time transformations. This kind of invariance was in­
vestigated in Ref. 11, where the solutions are constructed in 
the framework of the Yang self-duality equations. 2 The po­
tential (3.2) was considered more recently by Chakrabarti 
for the construction of hyperbolic monopoles (Ref. 12). 

By using the transformation laws of a scalar density un­
der the conformal group, one can show that the functions 
(3.1) and (3.2) are related to each other through the follow­
ing mapping: 

xJL = 2PJLv [(Yv + av )fly + a1 2
] + aJL , (3.4 ) 

with 

a = (0,0,0,1), PJLv = oJLV - 2avaw (3.5) 

IV. SYMMETRIES 

The function (3.1) is invariant under the subgroup 
SO(3) of rotations in the subspace XI 'X2'X3' supplemented 
by the reflections of the four coordinate axes; there are, how­
ever, many other functions that have the same invariance in 
the family defined in Eq. (2.7). So, the question arises: what 
distinguishes the summable chains of instantons in the sub­
class of O( 3) ® Z2 invariant solutions? 
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On the other hand, the solutions of Eq. (3.2) are invar­
iant under an O( 2) ® O( 2) subgroup of the group of space­
time rotations. One of these, 0(2), acts on thex1,x2 subspace 
while the other one, acts on the X O'X3 subspace; this last rota­
tion has to be compensated by an (inessential) translation of 
the parameter e. 

All invariances discussed so far are linearly realized; 
however, the correspondence of the functions (3.1) and 
(3.2) through the conformal mapping (3.4) allows us to 
carry the invariances of the first function into the other one 
and vice versa. As a consequence, the two classes of solutions 
under consideration are in fact invariant under (at least) an 
O( 3) ® O( 2) subgroup of the conformal group of Euclidian 
space-time. The two subgroups O( 3) ® Z2 and O( 2) ® O( 2) 
are the linearly realized parts of this bigger transformation 
group, respectively, in the cases I and II. 

More explicitly, in the case I the solutions are invariant 
under the set of transformation defined by 

(4.1 ) 

[
X - (a - b) X 2 

] X' - V v v (42) 
JL- JLV 1-2(a-b)'X)+la-bI 2X 2 ' • 

with the definitions 

X ~ =. (x~ + aJL )/2, XJL =. (xJL + aJL )/2, 

a= Vb, 

(4.3a) 

(4.3b) 

and where R denotes an orthogonal matrix acting on the 
subspace X1,X2,X3 and leaving the subspace Xo invariant, 
while V denotes an orthogonal matrix acting on the X O'X3 

subspace and leaving the directions x I and X2 invariant. 
With the same conventions, the invariances in case II 

read 

with 

Y~=.(y~ -aJL)/2, YJL=.(yl' -aJL)/2, a=.Rb. 
(4.6) 

Let us finally observe that if the matrix V (resp. R) in 
Eq. (4.2) [resp. (4.5)] is such that b = a, then the transfor­
mation is linear; if, on the other hand, it is chosen as 
diag (1 , 1,1, - 1) (i.e., so that b = - a), the transformation 
(4.2) [resp. (4.5)] takes the form 

. _ II 12 • - II 12• XJL -xJL x, resp. YJL -YJL Y , (4.7) 

therefore the asymptotic behavior of the summable chains 
solutions is related in a simple way to their Taylor expansion 
around the origin. 

We guess that, among all configurations available in the 
ansatz (2.3 )-(2.7), the summable chains of instantons are 
the ones that have the largest invariance under conformal 
transformations. 

V. RECURRENCE RELATIONS AND SUMMABILITY 

We now use the conformal mapping (3.4) to carry some 
properties of the type II family to the case I. Since we are 
mainly interested in the action density, we have to study the 
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numerators of the functions PI and PH' Therefore let us de­
fine the sequence of polynomials K n as the numerators of the 
rational functions PH , 

Kn = _I_PH (n + l,y) IT [(Yo - sin 2Bk)2 
n + 1 k=O 

+~ +,rz + (Y3-cos2Bk)2]. (5.1 ) 

Notice that the definition is such that Kn is of degree 2n in 
the space-time variables. 

Using the formalism of Ref. 11, one can prove that these 
polynomials depend only on the variables u and v, defined as 

u=ro+yL v=yi+,rz 

and that they obey the following recurrence relation: 

Kn+2 = (1 + u + v)Kn+ 1- uKn, 

Ko = 1, KI = 1 + u + v, 

(5.2) 

(5.3 ) 

(5.4) 

whose solution [with the initial conditions (5.4)] reads 

Kn = ~ [(1 + u ~ v + 8)n+ 1_ (1 + u ~ v - 8)n+ I], 

(5.5) 

82 =. (1 + u + V)2 - 4v. (5.6) 

Since the functions PI and PH are related through a con­
formal transformation, one expects similar recurrence rela­
tions in the case I as well. This is indeed the case; defining the 
numerator of PI as follows: 

4n 

Pn (r,t 2
) = --PI (n + 1,X) 

n+l 

with 

n 

X II [(xo-tanBk)2+r]cos2 Bk' 
k=O 

(5.7a) 

(5.7b) 

one obtains, after some algebra, the analog ofEq. (5.3) for 
the Pn , 

Pn + 2 = 2(1 + r + t 2 )Pn + I 

- (1 + 2t 2 - 2r + (r + t 2)2)Pn, 

Po = 1, PI = 2(1 + r + t 2), 

which allows to sum up these polynomials, 

(5.8) 

(5.9) 

Pn = (1/4r) [(t 2 + (1 + r)2r+ 1_ (t 2 + (1- r)2r+ I]. 
(5.10) 

The formulas (5.5) and (5.10) above are the counter­
parts of the summability formula (2.22) presented in Ref. 8 
for the full potentials PI . In our case, only the numerators of 
the potentials are summed, i.e., the polynomials relevant for 
the gauge invariant quantities. We have obtained the gener­
alization of the formula (2.22) of Ref. 8 for arbitrary values 
ofe: 

( ) [
cot nw - cot nw* ] 

PI n,x = n , 
cot w - cot w* 

cot w = t( B) + ire B), 

(5.11 ) 

(5.12) 

where B = E (resp. e + 1T /2n) for even (resp. odd) values of 
n and where the quantities t( B) and r( B) are defined by 

t(B) = (t2+r-1)sin2B +2tcos2B , 
1 + r + t 2 - (t 2 + r - 1) cos 2B + 2t sin 2B 

(5.13a) 

= 1 + r + t 2 - (t 2 + r - 1) cos 2B + 2t sin 2B . 
(5.13b) 

Similarly, the potential PH can be summed over and the for­
mula reads 

Pn (n,y) 

= (n/2i) { cot nw - cot nw* } 
[(u+v)2+2u-2v+ 1]1/2 

(5.14) 

2(Yocose - Y3 sine) + i[(u + V)2 + 2u - 2v + 1]1/2 cot w = ----'''-''------=--''----'---'--.=....:.----'---------=- (5.15 ) 
U + V + 2(Y3 cos E + Yo sin e) + 1 

We observe that the summability formulas relative to the 
potentials involve multiple trigonometric functions, while 
the ones for the numerators are written in terms of rational 
functions. 

VI. ACTION DENSITY 

The knowledge of the action density is related to the 
computation of Q defined in Eq. (2.9); we have computed 
these polynomials in some cases with the help of the algebra­
ic program REDUCE and obtained the following expressions: 

Casel: 

(6.1 ) 

1915 J. Math. Phys., Vol. 30, No.8, August 1989 

L(n = 3,r,t) = 21O [Q2/(3R 4 + lOr + 6t 2 + 3)4], 
(6.2) 

L(n = 4,r,t) = L(n = 2,r,t) 

+ 27 [Q3/(R 4 + 6r + 2t 2 + 1)4] 

(6.3) 

Q2 = 27R 8 + 12R 4(r + 9t 2) + 162t 4 

+ 42rt 2 - 141' + 12(r + 9t 2) + 27 (6.4) 

Q3 = 9R 8 + R 4(36t 2 - 20r) + 54t 4 

- 4rt 2 - 421' + 36t 2 - 20r + 9, (6.5) 
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with the definition 

R2=r+t 2. (6.6) 

The case n = 2, given for completeness, is the famous 
instanton, in fact, invariant under O( 4) transformations. 
Cases n = 3 and 4 are more specific to our analysis, the func­
tions ofEq. (6.2) and (6.3) develop a unique maximum at 
the origin and decrease monotonically when one moves 
away from this point. This statement is confirmed by the 
Taylor expansion of the action density around the origin: 

L(n + 1,r,t) 

= lfn2(n + 2)2[ 1 - 4t 2 - 4{Jn r + O(R 4)], (6.7) 

with 

{In = (4n4 + 24n3 + 45n2 + 20n - 12)/9(n + 2)2. 
(6.8) 

It can be related to the asymptotic behavior of L, thanks to 
the symmetry property discussed in Eq. (4.7), 

L(n + 1 rt) =~ n
2
(n +2)2 [1-~(t2+{J r) 

" 3 R8 R4 n 

(6.9) 

The occurrence of two terms in Eq. (6.3) is related to the 
factorization of the polynomial P3• 

As stressed in the Appendix, the polynomials Pn sim­
plify considerably on the time axis (r = 0), i.e., on the line 
where the singularities have been chosen in Eq. (3.1); this 
property is at the origin of a very simple behavior of L on the 
time axis 

L(n + l,r= O,t) = If[n2(n + 2)2/0 + t 2)4]; (6.10) 

it is, up to a multiplicative factor, the same profile as the one 
of the single instanton. 

We now turn to a comparison of the action (6.2) with 
the one of the most general solution invariant under 
O( 3) ® Z2' in the case n = 3; in this purpose, we investigate 
in details the potential given by 

p= 1 +A./[3r+ (.{3t-1)2] 

(6.11 ) 

where, for simplicity, we choose the scale so that the summa­
ble chain corresponds to A. = 4. The action density associat­
ed with this potential reads 

L(r,t) = (64A. 2/p4)[81R 8 + (1 + U)2 + 12(r + 9t 2) 

X (9R 4 + 1 + U) + 3MR 2(3t 2 - r) 

+ 18(r4 + 5rt 2 + 57t 4)], 

P = 9R 4 + MR 2 + 6(r _ t 2) + U + 1. 

(6.12) 

(6.13 ) 

For small values of A. there are two maxima appearing at 

(6.14 ) 

while for large values (in fact, A. > 2.5) the maximum is 
unique and located at the origin; it is the case for the summa­
ble chain, A. = 4. It is only in the case of a summable chain 
that the symmetry (4.7) is present in the function (6.12) 
and that the polynomial Pin Eq. (6.13) factorizes on the 
time axis, leading to the very simple formula (6.10). 
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Case II: For n = 2 the solution is again the single instan­
ton; in the case n = 3 the energy density takes the form 

L(n = 3,u,v) = 16[ (K~ + 24uK2 + 27u2)/K~] , 
( 6.15a) 

K2=I+u+2v+(u+v)2; (6.15b) 

this function attains its maximal value for v = 0, u"",0.3 so 
that the action is concentrated around a circle in space-time. 
In our conventions, the circle is centered around the origin 
and located in the plane YO'Y3' where the poles have been 
chosen in Eq. (3.2). 

For higher values of n, the shape of L remains the same: 
the maximal value is attained in the plane v = ° and for a 
value of U approaching 1 when n increases (the first few 
values are collected in Table I); when the variable U is fixed, 
the action density decreases monotonically with v. 

The behavior of the action density around the origin 
reads 

L(2,u,v) = 48(1 - 4(u + v») + O(R 4), 

L(3,u,v) ='160 + 22u - 4v) + O(R 4), (6.16) 

L(n,u,v) = 16(1 + 4(u - v») + O(R 4), n > 3. 

Unlike Eq. (6.7), here we remark an absence of continuity in 
the formulas (constant terms and coefficients of u); this is 
related to the peculiar values of the coefficients of Uk in the 
polynomials Kn's [see Eq. (A5)]. 

In this case also, the simple form assumed by the poly­
nomials Pn in the plane u = ° can be exploited to compute 
the exact behavior of the action density in this plane; 

L(n,O,v) = 16/0 + V)4, for n > 2; (6.17) 

this means, in particular, that, when one moves perpendicu­
larly from the circle of maximal action density, one recovers, 
independently of n, the profile of the single instanton case. 

Finally, we investigate the large n limit of Pn and of the 
action density and obtain the following results: 

p", (y) = lim (l!n)Pn (n,y) = [( 1 + u + V)2 - 4u] 1/2, 
n- '" 

(6.18 ) 

(6.19 ) 

As a consequence, the maximum of L for large but finite 
values of n is attained around v = 0, u = 1, where the func­
tion assumes the value 

L(n + l,u = l,v = 0) = jn2(n + 2)2. (6.20) 

TABLE I. The numerical values for Uma• (the coordinate of the maximal 
value of L in case II, Vma. = D), and the maximal value of this function for 
the first few values of n. 

n 

2 
3 
4 
5 
6 
7 
8 

Umax LII 

O. 48 
0.30 61. 
0.55 133. 
0.68 251. 
0.77 525. 
0.83 924. 
0.87 1524. 
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VII. CONCLUSIONS 

Given a field theory with many symmetries like a gauge 
theory, it is likely that solutions having an exceptional invar­
iance possess other interesting properties. In the family of 
self-dual gauge fields available in the Corrigan, Fairlie, 
t'Hooft, Wilczek ansatz, the summable chains of instantons 
are probably the configurations that have the largest invar­
iance. In this respect, they merit a special attention. 

The type II solutions [Eq. (3.2)] appear to be the only 
onesinvariantunderanO(2) ® 0(2) subgroup of 0(4), the 
group of linear transformations of Euclidian space-time. 
When investigated in the framework of the conformal group, 
the subgroup of invariance of these solutions is enlarged to 
0(3) ® 0(2) and these solutions can be mapped by a con­
formal transformation on the summable chains of instantons 
of Ref. 8, studied here as type I. 

Each summable chain solution is mainly characterized 
by a polynomial that is gauge invariant and whose degree is 
equal to the topological (or winding) number of the solu­
tion; polynomials of solutions with successive winding 
numbers obey linear recurrence relations [Eqs. (5.3) and 
(5.8)]. As a mathematical aspect of our analysis, we noticed 
that summable chains provide explicit formulas for an infi­
nite set of finite trigonometric series involving the angles Ok' 
These results, summarized by Eqs. (A2) and (A6), are ob­
tained in an unified way, the key ingredient being the recur­
rence relations. 

We have exploited our new relations to evaluate a gauge 
invariant quantity (for instance the action density) associat­
ed with summable chains. These functions present nice fac­
torization properties in some radial directions of space-time; 
there, for any values of the topological number n, they as­
sume the same decay profile as the one of the single instan­
ton. 

APPENDIX: MORE ON THE POLYNOMIALS P AND Q 

In this appendix we write explicitly the first few polyno­
mials Pn and Kn and we present formulas to compute them, 
in general: 

Po=l, P1 =2(1+r+t 2), 

P2 = 3 + lOr + 6t 2 + 3(r + t 2)2, 

P3 = 4 + 28r + 12t 2 

+ 4(r + t 2)(7r + 3t 2) + 4(r + t 2)3, (AI) 

P4 = 5 + 20(3r + t 2) + 126r4 + 140rt 2 + 30t 4 

+ 20(r + t 2)2(3r + t 2) + 5(r + t 2)4, 
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n d 

Pn(r,t 2) = (n + 1) L L A(n,d,k)t2kr2d-2k (A2) 
d=Ok=O 

A(n,d,k) = C~C~ (2n - 2k + 1)!! . (A3) 
(2n - 2d + 1)!!(2d - 2k + 1)!! 

We remark that Pn nicely factorizes on the time axis: 

(A4) 

and that PI can be factorized out of P 2n + I as a consequence 
of Eqs. (5.8) and (5.9). 

The first few Kn read 

Ko = 1, KI = 1 + u + V, 

K2 = 1 + u + 2v + (u + V)2, 

K3 = 1 + u + 3v + (u + 3v)(u + v) + (u + V)3, 
(A5) 

K4 = 1 + u + 4v + u2 + 6uv + 6v2 

+ (u + 4v) (u + V)2 + (u + v)\ 
n d 

Kn(u,v) = L L C~C~=tukvd-k. (A6) 
d=Ok=O 

In this case also, the recurrence relation (5.3) implies that 
KI can be factorized out of K 2n + I ; on the other hand, the 
general expression (A6) simplifies drastically when u or v 
are equal to zero: 

Kn (u,O) = 1 + u + u2 + ... + un, 

Kn (O,v) = (1 + v)n. 
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Matrices of the representation of the modular group acting on the space ofSU(n) level k Kac­
Moody algebra character are calculated explicitly. Also, a simple form is obtained for the case 
k = 1, which is compared with the corresponding matrix elements for the character 
representation in the case of the toroidally compactified string theory. 

I. INTRODUCTION 

One of the fundamental requirements of string theory 
and two-dimensional conformal field theory is modular in­
variance of the partition function of the theory, which has 
attracted much attention recently.I-5 In particular, two-di­
mensional conformal field theories with the Virasora central 
charge c < 1 have been classified,2.6.7 and for the string theo­
ries compactified on the lattice of the simple Lie algebra, all 
the partition functions consistent with modular invariance 
have been found. 8 These latter theories are equivalent to the 
theories of strings moving on the group manifold of the cor­
responding lattice in the particular case of the Wies-Zu­
mino-Witten index k = 1 (k is the central charge of the cor­
responding Kac-Moody algebra). F.or arbitrary k, 
classification of the modular invariant partition functions of 
the string moving on a group manifold is not known, how­
ever. The only known results are the complete classification 
in the case G = SU(2) with arbitrary k,9 and the left-right 
symmetric solutions of Gepner and Witten 10 and solutions 
obtained from them with the aid of the automorphisms of the 
Kac-Moody algebra. II .12 A main difficulty in the construc­
tion of modular invariant partition functions is the nontri­
vial behavior of the Kac-Moody character under modular 
transformations. 

In this paper we will provide a simple expression of the 
generators of the modular group acting on the character of 
the Kac-Moody algebra with group G = SU(n) and arbi­
trary central charge k, and we will obtain an explicit form 
k = 1, comparing it with the similar result for the toroidally 
compactified string theory. In Sec. II we briefly consider 
modular transformations and their representation on the 
Kac-Moody characters for a general simple Lie group. In 
Sec. III an expression for G = SU(n) and arbitrary k is 
found. Section IV contains an even simpler result for k = 1 
whch is then compared with the corresponding matrices for 
toroidally compactified string theory on the SU (n) lattice; 
the known G = SU (2) and arbitrary modular transforma­
tions are also rederived at the end. 

II. MODULAR TRANSFORMATION OF KAC-MOODY 
CHARACTERS 

We denote the Kac-Moody algebra corresponding to 
the simple finite-dimensional algebra G by G, and its Cartan 

a) Permanent address: Physics Department, Sharif University of Tech nolo­
gy, P. O. Box 11365-8639, Tehran, Iran. 

subalgebra by H. Then the modular group, SL(2,z)1 
(1, - 1), acts on H according to the following l3

: 

( oc db).. (or + b v c Y) (r,v,t)- ---,--,t+---- , 
cr + d cr,d 2 cr + d 

(2.1) 

where (r,v,t)EH= Lo(fJH(fJ C. There Lo is the Virasora 
generator, H a Cartan subalgebra of G, and C the central 
element of G. In the following we will be concentrating on 
the generators Sand T of the modular group, 

T=(1 1) s=(O o 1 ' 1 
-1) 
o ' (2.2) 

and their representation on the space of character X w of G, 

T:·X X e1Ti[(W+P)'/(k+g)-p'/g) 
• w--+ W , 

S:Xw- L Sww'Xw' , 
w'EA"/(k+g)A 

(2.3 ) 

(2.4) 

where Sww' are the elements of the unitary matrix S ex­
pressed in terms of the various algebraic quantities defined 
subsequently, 

Sww' = C
1 
L €(r)e( -21Ti/k+g)(w+p)·r(w'+p). (2.5) 
fEW 

In the above formula, W is the Weyl group of G, and g is the 
dual-Coexter number of G defined by g{job = j0be jbde, 
wherej% s are the structure constants. p is the Weyl vector 
of G defined by 2p' rail aT = 1 for all simple roots a i of G. 
€(r) is the determinant of r. A is the root lattice of G and A· 
its weight lattice. C1 is a constant which we will not specify 
and is determined by the condition of unitarity of the S ma­
trix. 

Note that the characters X ware determined by the rep­
resentation of G defined by the central charge k and the 
highest weight w in the G representation. However, as im­
plied in the sum in Eq. (2.4), the highest weights ware re­
stricted to A· I (k + g) A. This, in turn, is equivalent to the 
condition 

2(w'ala2 )<k, Va roots of G. (2.6) 

In contrastto T, the matrixSas expressed in Eq. (2.5) is 
not accessible for most explicit calculations. In the case of 
G = SU (n + 1), we will derive a manageable expression for 
S and simplify it further for k = 1 in Sec. IV. 

III. THE MATRIX S FOR SU(n+1) AND ARBITRARY k 

It is convenient to work in a basis for the weight lattice of 
SU (n + 1) consisting of the n + 1 weights A. i of the funda-
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mental representation ofSU (n + 1), in terms of which the n 
simple roots a i are l4 

a i =Ai -Ai + l , i= 1, ... ,n; 

and have simple inner products, 

Ai 'Aj = - lI(n + 1), i=l=j, 

A 7 = n/(n + 1), i = 1, ... ,n + 1 . 

However, Ai are dependent, 
n+1 

~ A.=O· £.t I , 

i= t 

(3.1 ) 

(3.2) 

(3.3 ) 

(3.4) 

consequently in the expansion of weights in terms of Ai an 
ambiguity may occur 

n+1 

W= I liAi' (3.5) 
;= 1 

which we will remove by demanding 

1n+1 =0. (3.6) 

We now proceed to calculate the matrix S ofEq. (2.5) in 
this basis. First, we notice that the set of weights wappearing 
in Eq. (2.5) is constrained by Eq. (2.6), which is equivalent 
to 

w·a<.k, a = highest root of G . 

But, we have, 15 

a=AI-An +!, 

which leads to 

11<.k. 

(3.7) 

(3.8) 

(3.9) 

Now in terms ofthe Dynkin indices ofw, 0i =2w'aJa7, 

(3.10) 
j=i 

Therefore the final form of the constraint on the representa­
tions appearing in Eq. (2.5), in terms of the Dynkin indices, 
is 

n 

IOi<.k, (3.11 ) 
i=1 

and there are (n t k) such representations. So S is a matrix of 
dimension (n k+ k) • 

To calculate the exponents in Eq. (2.5), we use the iden­
tity for 

n 

0= I aiAi , OEA * , 
i= 1 (3.12) 

and note that theWeyl group WofSU(n + 1) is the permu­
tation group of the n + 1 vectors Ai' 15 Thus S becomes 

S ,= C1] - [I/(n + I») [l:;'~ ,(w+p),] [l:;'~ ,(w' +p)J] 
ww 

n+1 
X I €(r) II 1](w+ p ),[r(w'+p»)" (3.13) 

fEW ;= t 

where 

7]:=e- 21Ti/(k+n+l) (3.14) 

However, 
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n+1 I €(r) II 1](w+p)j{r(w' +p»), 

lEW i=1 

(3.15 ) 

the determinant of the k minor of the matrix T (n + k) at the 
intersection ofthe rows labeled by (di , ••• ,dn ,0) and the co­
lumns labeled by (d; , ... ,d ~,O). Here the matrix T (N) is de­
fined by 

(T(N»ij = 1]ij, O<'i,j<.N, (3.16) 

and di = (w + P ) i> d; = (w' + p) i are related to the Dyn­
kin indices by 

n 

di = I 0i + n + 1 - i 
j=i 

similarly for d; . The final form for S is then 

S -C -[I/(n+I»)(l:,d,)(l:Jdj) 
ww' - 1] 

( 3.17) 

(3.18 ) 

which is an expression amenable to direct calculations much 
more readily than the original expression ofEq. (2.5). In the 
next section we will further simplify Eq. (3.18) for the case 
k= 1. 

IV. MATRIX 5 FOR SU(n+1) AND k= 1 

In this section we will obtain a particularly simple 
expression for the case k = 1 and compare it with the matrix 
S for the equivalent theory of a toroidally compactified 
string. 

When k = 1, the representations of G appearing in the 
Kac-Moody representation, i.e., satisfying the condition 
l:7 = I oi<.k, are just the basic representations ofSU(n + 1), 
i.e., representations which have one Dynkin index equal to 
unity and the rest equal to zero, 

o 0 '0 0 
o---Q- ...• ---e.---~"",. - . - .. --<:) 

It is convenient to label the representations by the location of 
the 1 in their Dynkin diagram. Thus we will assign the num­
ber J.l = O, ... ,n to the J.lth basic representation, denoting the 
singlet representation by zero. Incidentally, as it is well 
known,14 the J.lth basic representation is in fact the totally 
antisymmetric tensor product of rank J.l built out of the fun­
damental representation 

I 0 0 0 
.... Q--~u--- •••• --0--0 

In this notation, it is easily seen that for J.l =1= 0 the Dynkin 
indices of the highest weight w (1') of the J.lth basic represen­
tation are ai = Diu' d f = n + 2 - i for i<.J.l, and 

d f = n + 1 - i for i > J.l • (4.1 ) 

Therefore, for each J.l =1= 0, d f's are n different numbers from 
the set 1, ... ,n + 1 excepting the number n + 1 - J.l. Thus the 
subdeterminant 
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T(n+ I) 
(

d" ... ,dn,O) 

d;, ... ,d~,O 

appearing in the expression Eq. (3.18) for S/LV reduces to 
T (n+l) th d t . t bt' df T(n+') (n + I _ ".n + I _ v) , e e ernunan 0 ame rom , 
by crossing out the (n + 1 - ,u)th row and (n + 1 - v)th 
column. Therefore 

S = C .... ( - lin + I )[(n(n + I )/2t + "J[(n(n + I )l2t + v] "V 1'/ 

Xdet T i~! :)-".n+ 1 - v) 

where we have used the relation 

i dr=n(n+l) +,u. 
i= I 2 

(4.2) 

(4.3) 

There remains to calculate the above subdeterminant which 
we will show to be 

det T~Zj) = [lI(n + I)] det T(n)( _l)i+Vi. (4.4) 

To prove this, recall that 

[T(n)h = 1]ij, 
(4.5) 

1] = exp( - 21Ti/(n + 2»), i,j = O,I, ... ,n . 

[In the rest of the proof we drop the superscript (n) from 
T(n).] Then, we have the following equations readily veri­
fied: 

T- I =[lI(n+l)]T*, (4.6) 

T 4 =(n+I)21, (4.7) 

det T= i1n(3n+ 1)/2] (n + 1)(n+ 1)12 • (4.8) 

Finally, to get the det T(i.j) , notice that 

(T-')ij = (lldet T)( -1)ijdet T(i.j) . (4.9) 

Therefore 

[lI(n + l)]1]-ij= (lldet T)( -I)i+jdet T(i.j) , 
(4.10) 

which leads to Eq. (4.4). Substituting these results in the 
expression (4.2) for S"v, we get 

S"v= [lI(rn+T)]e[2-n'il(n+I)]"v, ,u,v=O, ... ,n, (4.11) 

where we have used the unitarity of S"v to fix the proportion­
ality constant. 

This final k = I result for S can now be compared with 
the corresponding matrix in the string theory compactified 
on the torus of the SU(n + 1) lattice. There,S S obtained 
from a simple application of the Poisson resummation for­
mula reads 

(4.12) 

where w and w' are the highest weights in the respective 
conjugacy classes of the weight lattices of the group 
SU(n + 1). To get Eq. (4.11) from (4.12), note that from 
Eqs. (3.2), (3.3), and (3.10), we have 

w'w' =,un - ,uv/(n + 1) , 

resulting in 
e2Triw'w' = e - [2Tri/(n + I) J "V 
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(4.13 ) 

in agreement with Eq. (4.11), obtained from Kac-Moody 
character transformation. This equivalence is of course to be 
expected from the celebrated equivalence in the Frenkel­
Kac construction of vertex operators. 16 

It should be mentioned in passing that the modular gen­
erator T of Eq. (2.3) can also be obtained from the equiva­
lent toroidally compactified string, where it has the formS 

Again it can easily be seen that 
2 

(W(I'»2 =,u _ _ ,u_, 
n+l 

(w<l') + p)2 11? n(n + 1) 
-'-----'-- = ,u - --+ ; 

n + 2 n + 1 12 

(4.14 ) 

(4.15 ) 

( 4.16) 

consequently the two prescriptions agree within a constant 
phase. 

In conclusion, we calculate the matrix S from Eq. 
(3.18) for SU(2) and arbitrary k. There each ofthe subde­
terminants T (k+ 1) (~'i~ ), where d, = a l + 1, d; = a; + 1 
is of the form 

det T(k+ 1)(dI,O) = det (1 
d;,O 1 

1) .... _ e- 2Tri/(k+2) 
dd' , '/-1] , I 

(4.17) 

and we get for S: 

S = C (-II2)d,d, det(l 
a,a, 11] 1 

so that 

S ,-sin [1T/(k + 2) Hal + l)(a; + 1) , 
a,ai 

(4.18 ) 

in agreement with the known results. 10 
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The group N defined as the normalizer of the Cartan subalgebra in the group of all (inner and 
outer) automorphisms of affine Kac-Moody (KM) algebras is a natural extension of the Weyl 
group and is shown to playa fundamental role in the structure of these algebras (both 
untwisted and twisted). It is a (discrete) Galilean group which incorporates the affine and 
Weyl group structure ofthe KM algebra and the space-time structure of the string. It links the 
Virasoro and KM algebras in a nontrivial way and plays a key role in the "vertex" 
construction. Moreover, the elements of its covering group can be used to uniquely 
parametrize (and untwist) the pseudotwisted KM algebras. 

I. INTRODUCTION 

Experience has shown that the automorphism groups of 
physical systems and equations often transcend in impor­
tance the particular systems and equations to which they 
apply. For example, the three major automorphisms of clas­
sical electromagnetism-the Poincare, conformal, and 
gauge automorphisms-have all become cornerstones of 
modern physics and apply to a much wider class of systems. 
For this reason the study of automorphism groups of new 
systems is important and in the present paper we wish to 
study an automorphism group of Kac-Moody (KM) alge­
bras. 1.2 Of course, some of the automorphisms of KM alge­
bras, namely the conformal (Virasoro) automorphisms3 

and, in the case of the string,4 the Poincare automorphisms, 
have already been well studied, but what we wish to consider 
here is a different group of automorphisms, namely the 
group of all automorphisms (both inner and outer) of the 
algebra which preserve the Cartan subalgebra. The inner au­
tomorphism part of this group is known in connection with 
the affine and Weyl structures ofKM algebras, but here we 
wish to emphasize the importance of the group for the gen­
eral structure of KM algebras, both untwisted and twisted 
(and for string theory), and to explore its properties in de­
tail, in particular to distinguish between its inner and outer 
parts. 

The group of all Cartan-preserving automorphisms, i.e., 
the normalizer of the Cartan subalgebra in the group of auto­
morphisms, will be denoted by N and the subgroup of inner 
automorphisms will be denoted by N. The actions of Nand N 
on the Cartan are determined by the quotient groups 

W=N/C, W=N/C, (1.1 ) 

respectively, where C is the group of automorphisms that 
leave each element of the Cartan separately invariant, i.e., 
the centralizer of the Cartan (which is automatically inner). 

The corresponding groups for ordinary compact simple 
Lie algebras will be denoted by the same letters with the 
superscript zero and we note that in this case WO and WO 
have a well-known geometrical interpretation, namely, as 

the symmetry group of the root diagram and its Weyl sub­
group, i.e., the subgroup generated by reftections in planes 
orthogonal to the roots, respectively. In addition, one has 

Y=Aut(Go)/Int(Go) = NO/No = WO/Wo, (1.2) 

where Y, the group of "strictly" outer automorphisms of 
the Lie algebra, is also the symmetry group of the Dynkin 
diagram. Because coset representatives that form a group 
exist in all three cases in (1.2), the groups Nand Wactually 
have the semidirect product structures 

NO = Y 1\ N°, WO = Y 1\ Woo (1.3) 

The main results of our investigation of the groups N, N, 
W, and Ware the following. 

(i) The group N has the structure of a Galilean group, 
which is discrete in the sense that the usual parameters are 
quantized. The homogeneous (rotation) subgroup of N is 
just the corresponding group N° for the ordinary Lie subal­
gebra Go ofthe KM algebra and the new characteristic KM 
feature is the existence of an inhomogeneous subgroup A, 
which is a discrete version of the Galilean acceleration sub­
group. 

(ii) The result (1.2) for the homogeneous part NO of N 
has the analog 

(1.4 ) 

for the inhomogeneous part, where !?E is the central sub­
group of the simply connected covering group f1 ° of the 
algebra Go. Combining (1.2) and (1.4), one obtains the KM 
analog of (1.2), namely 

Y=YI\!?E=NIN= W/W, (1.5) 

where Y is the symmetry groups of the extended Dynkin 
diagram. [There is no KM analog of ( 1.3).] 

(iii) The covering group Ac of the acceleration sub­
group A obtained by extending the parameters of A from 
their permitted (discrete) values to the continuum generates 
the full family of pseudotwisted KM algebras. In fact, Ac can 
be used to parametrize the pseudotwisted KM algebras 
uniquely and untwist them. 
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(iv) The quotient groups W = N IC and W = N IC 
again have a geometrical significance, namely as the symme­
try group of the (Minkowskian) root diagram of the KM 
algebra and its Weyl subgroup, i.e., the subgroup generated 
by (Minkowskian) reflections in planes orthogonal to the 
KM roots. 

(v) The action of N can be extended (uniquely) to in­
clude the Virasoro algebra Vofthe KM algebra; it then links 
the Vand KM algebras in a manner that is reducible, but not 
fully reducible. 

(vi) The elements of N playa key role in the so-called 
"vertex" construction3 of the non-Abelian elements of the 
KM algebra. 

(vii) The group N not only plays the role of an "inter­
nal" Weyl group, but in string theory, it also plays the role of 
an "external" space-time group. In particular, the genera­
tors of the acceleration subgroup A become the center-of­
mass coordinates of the string, while the group N becomes 
that subgroup of the Poincare group that is the little group of 
a lightlike vector in Minkowski space. Since such a subgroup 
is Galilean, this interpretation of N gives a physical explana­
tion of its Galilean structure. 

The results (i)-(vii) are established and discussed in 
detail for untwisted KM algebras in Secs. II-VIII. Their 
extension to twisted KM algebras is not trival and the main 
modifications that arise are discussed in Sees. IX-XI. One of 
the principal results of the paper is the derivation of the 
quantization conditions for the parameters of the Galilean 
acceleration subgroup. The permitted values of these param­
eters for the various cases--outer and inner automorphisms 
and untwisted and twisted algebras-are given in Table III. 
(The result ( 1.4) for all untwisted and twisted cases follows 
immediately from Table III.) 

II. RECALL OF PROPERTIES OF COMPACT SIMPLE LIE 
ALGEBRAS 

The simple, compact, simply connected Lie groups6 will 
be denoted by f1 0 and their Lie algebras 

(2.1) 

will be denoted by Go. Here the/abc are real totally antisym­
metric structure constants, uniformly normalized so that 
(by Schur's lemma) they satisfy 

rCd/dbc = Q8ab, (2.2) 

where Q is a constant which depends only on the group. The 
Cartan form of the algebra will be written in the usual way as 

[Hi,Ea] = aiE a, [Ea,E -a] = (2/a2 }(a'H), 

i = 1, ... ,1, (2.3) 

where I is the rank, the H's commute, and there are further 
relations between the Ea,s which will not be needed here. 
From (2.2) the roots a evidently satisfy the completeness 
relation 

(2.4 ) 
a 

where a i are the components of a. 
The roots are characterized by the property that for any 

two roots a, p, 
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(2.5) 

where Z denotes the set of all integers; this leads one to intro­
duce coroots a defined by 

a = 2ala2
, so that (a,p)eZ. (2.6) 

The coroots are obviously parallel to the roots and since they 
in tum satisfy (2.5) they are the roots of an algebra Go called 
the dual algebra. However, the dual algebra is actually the 
algebra itself (Go is self-dual) in all cases except 
SO(2n + 1) and Sp(2n), which are dual to each other. 

The roots and coroots generate (by addition and sub­
traction) infinite lattices called the root and coroot lattices 
r a respectively. Furthermore, to each set of roots and co­
roots there corresponds a dual lattice called the weight and 
coweight lattices r wand r w' respectively, and defined as the 
set of all weights wand coweights W satisfying 

(a'w)EZ, (a'w)EZ, (2.7) 

respectively. From (2.5) it is clear that roots and coroots are 
special cases of weights and coweights, respectively, but ex­
cept for Go = Eg the converse is not true. Thus in general, 

rw:::>ra , rw:::>r ii • (2.8) 

Note that a and w scale in the same way and opposite to a 
and W. The algebras for which the roots have the same length 
are called simply laced algebras and for the other algebras 
(for which the roots can have only two distinct lengths) it 
will be convenient to denote the long and short roots by ..i 
and (7, respectively. For the root and coroot lattices of simply 
laced algebras we have the equality 

(2.9) 

and for the corresponding lattices of general algebras we 
have the inclusions 

(..i 212)r ii ~ r a ~ (~/2)r ii' 

which will be useful later. 

(2.10) 

As is well known, the positive weights ware the highest 
weights of the irreducible representations of the algebras and 
fall naturally into congruency classes [the generalizations of 
the SU (3) triality classes], where two weights wand w' are 
said to be congruent (w - w') if and only if they differ by an 
element of the root lattice: 

(2.11 ) 

The lowest positive weight wIg) in each congruency class will 
be called a fundamental weight and the representation with 
wIg) as the highest weight will be called a fundamental repre­
sentation. 

It is easy to see that the group elements 

exp 21Ti(uJ"H) (2.12) 

of f1 0 are central and it is not difficult to show that all ele­
ments of the center are of this kind. Also, since 

exp 21Ti(a'H) = 1, (2.13 ) 

the central elements corresponding to the two coweights WI 
and w2 are the same if and only if the coweights are congru­
ent (modulo a). This shows that the order p of the center is 
just the number of congruency classes of the dual group and 
hence of the group itself. Equation (2.12) also shows that 
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the irreducible representations fall naturally into con­
gruency classes, each characterized by a fundamental repre­
sentation. Since p = I + 1 only for SU (I + I), but p<4 oth­
erwise, the number of fundamental representations is <4, 
except for SU (I + I), in which case the fundamental repre­
sentations are just the trivial representation and the I-primi­
tive (totally antisymmetric) tensor representations. 

A crucial group for our considerations will be the group 
N° of all automorphisms of the Lie algebra Go that preserve 
the Cartan subalgebra. It can be shown that the group N° is 
actually a semidirect product of the form 

N° = Y AN°, (2.14) 

where N° is the inner part of N° and Y is the group 
Aut(Go)/Int(Go) of "strictly outer" automorphisms of Go. 
The action of N° on the Cartan subalgebra is by definition 
implemented by the quotient group 

iVo = N°ICo, (2.15) 

where CO is the centralizer of the Cartan subalgebra in N° 
and, since the roots are just the spectra of the base elements 
of the Cartan, it follows that iVo is the symmetry group of the 
root diagram. From (2.14) and (2.15), one sees that iVo has 
the semidirect product structure 

iVO = Y A WO, (2.16) 

where WO = N° ICo is the corresponding inner symmetry 
group of the root diagram. It is well known that WO defined 
in this way is isomorphic to the Weyl group, i.e., the group 
generated by reflections in planes orthogonal to the roots. In 
general, it is not possible to sharpen the quotient in (2.16) to 
asemidirect productN° = W O A Co; for example, among the 
classical groups it is possible only for SU (2n + 1). 

For future reference we recall that the Weyl reflections 
in root space are induced by the reflections in the Cartan 
subalgebra obtained by conjugation with the elements 

Ft' = exp[ (i1r/2) (Ea + E - a)] (2.17) 

of the inner normalizer N°. [However, it should be noted 
that the finite group, called DT( Go), 7 generated by the Ft' in 
the defining representation where (Ft')4 = 1, is not isomor­
phic to the Weyl group [which is generated by adj(Ft')], but 
has it as a quotient, i.e., WO = DT(Go)/(Z2)1, where (Z2)lis 

the subgroup of the Cartan group generated by the (Ft') 2. ] 
Since (adj(Ft'»)2 = 1, the action of theft' on the full Lie alge­
bra Go must be involutive and is of the form 

{3' H ..... y-H, Et3 ..... E({3,y)Ey, (2.18) 

where E({3,y) = ± 1. 

It is possible to choose the subgroup Yin (2.16) so that 
it transforms the I primitive roots a i of Go into themselves 
(and is thus the symmetry group of the Dynkin diagram) 

and so that its action on the Lie algebra is generated by the 
transformations 

(2.19) 

on the Cartan subalgebra and the I primitive E a i
• 

It is well known that in practice the group Y can only be 
one of the permutation groups Y = 1, S2' S3' where S3 oc­
curs only for the algebra of Spin (8) and S2 occurs only for 
the other algebras whose simply connected groups ~ ° are 
listed in the top row of Table I; the maximal Y-invariant 
subgroups 9 ° of ~ ° are given in the second row. The rela­
tive positions of the 9 ° and ~ ° root lattices are determined 
by.the positions of the invariant a's in Go relative to A and u 
in GOA as given in the third row of Table 1. Note that the ~ ° 
and ~ 0 are all simply laced and nonsimply laced, respective­
ly (and that all groups except E7 and E8 appear). The group 
SU (2n + 1) is exceptional in that it is the only group for 

A A 

which (i) r(a) = a;6A, (ii) dim Go < dim G~, and (iii) no 
circle in the Dynkin diagram is Y invariant. All the groups 
~ ° except SU (2n + 1) will be called generic. In all cases the 
action of Y is to permute the inequivalent representations of 
the same dimension [e.g., the vector and the two primitive 
spinor representations ofSpin(8), the two primitive spinor 
representations of Spin (2n), and the complex conjugate rep­
resentations of SU (n) and E6 ] • 

The relative positions of the roots may be understood by 
observing t~t the r-invariant projections of the a's are the 
weights of ~ ° in ~ ° and that for the generic case, because 

A A 

dim Go> dim G ~, the l.Qngest projections r( a) = a (long-
est weights) belong to ~ 0' Hence, the r(a) = a must coin­
cide with the long roots A of 90' For SU (2n + 1), because 

A A A 

dim Go < dim G ~, the r( a) = a no longer belong to ~ ° and 
that they coincide with the 2u may be seen directly from the 

A A 

fact that ~ ° and ~ ~ are just the antisymmetric and trace-
lxss-symmetric second-rank tensor representations of 
~ ° = SO (2n + 1). 

III. RECALL OF PROPERTIES OF KM ALGEBRAS 

The generalization2,3 of simple compact Lie algebras Go 
to (untwisted affine) KM algebras is 

[T"""T~] = ifabc T';; + moaboNK, 

n,mEZ, N= n + m, (3.1 ) 

where K is a central charge (commutes with all T"", ) and ON 
= 0, 1 for n ;6 0, n = 0. It is not actually necessary for n, m to 

be integers (elements of any additive group such as the half­
integers or the real line would do for consistency). The dis­
crete, equal spacing of m, n reflects the assumption that the 
Fourier-transformed space is the circle. The Cartan form of 
(3.1) is 

TABLE I. Groups with nontrivial outer automorphisms, their maximal Y-invariant subgroups, and the relative positions of the respective roots. 

fto 
;§o 

a= r(a) 

Spin(8) 
G2 

a=A 

Spin(2n), n>5 
Spin(2n - I) 

a=A 
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SU(2n), n>2 
Sp(2n) 
a=A 

SU(2n + 1) 
SO(2n + I) 

a=2u 
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[H~,H~] =mK[/i~N' [H~,E~] =aiE';" 

[E::"E n- a ] = (2/a2 )(a'HN + mK~N)' 
(3.2) 

with further obvious relations for the E::' among themselves; 
it is worth noting that even in the Abelian case (E::' = 0) the 
algebra (3.2) is nontrivial and is in fact the algebra of oscilla­
tors corresponding to a free (Euclidean) quantized field, 
e.g., the transverse part of the bosonic string algebra. It is 
usual to adjoin to any KM algebra a scale operator D defined 
up to a central addition by 

[D,T~]=-mT~. (3.3) 

Then because the H ~ do not commute and the H ~ and D 
identify the E::' uniquely (up to phases), it is convenient to 
use 

{D,H~,K} (3.4 ) 

as the KM-Cartan subalgebra. Thus, apart from the trivial 
central term K, the KM-Cartan subalgebra contains only 
one more operator than the ordinary Cartan subalgebra. 

There are some important Lie subalgebras of the KM 
algebra, namely the Lie algebra 

Go = {H~,Eg}={Hi,Ea} (3.5) 

on which the KM algebra is based and the SU(2)~ subalge­
bras with the generators 

(3.6) 

[The construction for SU(2)~ can actually be extended to 
algebras G n isomorphic to Go by defining them as the closure 
under commutation of the generators E ~, E = ~, 
(2/{]2) (/3'Hn + nK), where the/3are the I-primitive (sim­
pie) roots, but this extension will not be needed here. ] 

The representations of the KM algebras (3.1) in which 
we shall be interested are the so-called highest weight (uni­
tary) representations defined by the annihilation and self­
adjoint conditions 

T~IO) =0, m>O; (T~)t= TQ_ m , Kt=K>O. 
(3.7) 

The states 10), which are the highest weight states of - D, 
are called the vacuum states and carry a unitary representa­
tion of the Lie group [10 generated by the Tg. (Thus the 
vacuum has a degeneracy equal to the dimension of this rep­
resentation.) The unitarity of the representations of the 
SU(2)~ groups, generated by the algebras in (3.8), implies 
that the quantity 2(a' H o + nK)/a2 has an integer spectrum 
and hence, that K (which is positive in any case) must be 
quantized according to 

2K /..1 2EZ+, A = long root. (3.8) 

Since (012(a'Ho + nK)la2 10) can be written as 
IE = ~ 10) 12>0 for n > 0 and any vacuum state, one also sees 
that the values of la'Hol on the vacuum states are bounded 
by K. In particular, for the lowest value of K, namely 
K = A 2/2, it follows that the permitted vacuum representa­
tions must be subsets of the (l + 1 )-primitive representa­
tions. (The permitted subsets are exhibited in Fig. 3 of Ref. 
3. ) 

Finally, it should be noted that the group elements 
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exp 2triD, exp 2tri(iiJ'Ho) (3.9) 

of KM algebras are central and thus fixed for each irreduci­
ble representation. Hence, the highest weight irreducible 
KM representations fall into the same congruency classes as 
the Lie group representations. 

IV. THE GROUP iiOF CARTAN-PRESERVING 
AUTOMORPHISMS OF KM ALGEBRAS 

After these preliminaries we now proceed to the main 
purpose of the paper, which is to consider the group N of 
Cartan-preserving automorphisms and the Weyl group Wof 
KM algebras. Let us first consider the group N. Since the 
KM algebra is an invariant subalgebra of the combined D­
KM system it is preserved by any automorphism; thus the 
action of N must be of the form 

H~-+R5(Ht+uiK), D-+AD+v'Ho+1JK, K-+K, 
(4.1 ) 

where R 5, ui
, Vi, A, and 1J are parameters. Since the space 

{Un} is the unique eigenspace of H ~ and D, with the eigen­
values zero and {n}, respectively (with each n occurring 
once and only once), one sees from (4.1) that the set {Un} 
must transform into itself under N and hence, by the preser­
vation of the spectrum of D, the coefficient A must be unity. 
Furthermore, for A = 1, one sees from the KM commutators 
thattheonlypermittedN transformationsoftheH~ andE~ 
are (up to phases) 

H~ -+R 5Hjn' n#O; E::' -+E':,.+ (v'a)' (4.2) 

where iii = (R -1) Jai and from the KM algebra relation 

(2/a2
) (a'Ho + mK) 

= (2/a2 )(a'Ho + (m + v'a)K), 
(4.3) 

one then sees that the vectors u and v in (4.1) must be identi­
cal. Thus the most general group of Cart an-preserving auto­
morphisms is of the form 

H~ -+R 5(Ht + viK) , D-+D + v'Ho + 1JK. (4.4) 

However, the group (4.4) is actually the direct product of a 
one-dimensional subgroup T defined as 

H~-+H~, D-+D+1JK (4.5) 

and a residual subgroup N defined as 

H~ -+R 5(Ht + vjK), D-+D + v'Ho + (v212)K; 
(4.6) 

since the group T is trivial, corresponding to the arbitrari­
ness in the origin of D in definition (3.4), we shall henceforth 
refer to N as the group of Cart an-preserving automorphisms. 

In the transformations (4.6) the matrices R ; are easily 
identified as the matrices of the Cartan-preserving automor­
phisms N° of the ordinary Lie algebra and the structure of 
the group N is easily seen to be a semidirect product of the 
form 

N=N°/\A, (4.7) 

where A is the I-parameter subgroup 

H~ -+H~ + viK, D-+D + v'Ho + (v2/2)K. (4.8) 
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Thus the essential KM feature is the existence of the group 
A; we now discuss this group in more detail. 

Because of the discreteness of the root spectrum, the 
parameters v must satisfy quantization conditions, but since 
these depend on the Lie group in question and are absent 
when the spectrum of D is continuous, let us first identify the 
group A for general v. The identification is made by observ­
ing that the transformations (4.8) preserve the form 

2KD-H~ (4.9) 

and that this form is Galilean (from its analogy with either 
the form 2mE - p2 of nonrelativistic mechanics, or the form 
p +p _ - p2 of relativistic mechanics with one of the lightlike 
vectors p ± kept fixed). This observation identifies A as the 
group of Galilean accelerations in the I-dimensional Euclid­
ean root space. 

Note that the transformations (4.8) can be implemen­
ted by the unitary operators 

exp iv' X, (4.10) 

where [X i,H ~] = iK8ij, [X i,D ] = iH ~ and the algebra in 
(4.10) will be recognized as both the algebra of the position, 
momentum, and energy in nonrelativistic quantum mechan­
ics and the algebra of the center-of-mass, total momentum, 
and energy of the left- or right-moving relativistic closed 
string in the light-cone gauge4 (see Sec. VIII). 

However, for (untwisted) KM algebras (and for the 
closed string) the spectrum of D is integral and hence, v is 
not free, but quantized. In fact, from (4.2) one sees that for 
the E ~ to transform into themselves it is necessary and suffi­
cient that 

(v'a)EZ, or equivalently, VEr w' (4.11 ) 

Thus the quantization condition for v is that it be an element 
of the coweight lattice. Thus finally, the group N of Cartan­
preserving automorphisms is given by (4.7), where A is giv­
en by (4.8) with VEr w' 

To see the effect of these automorphisms on the con­
gruency classes of representations one considers the lowest­
level representations K = A 212 for which 

Ho .... Ho + v(..1 2/2), VErw' (4.12) 

Since the H o is weight valued, (4.12) shows that the auto­
morphisms change the weights by the translations that lie in 
the lattice yt 2r w' and thus the effect can be seen by identify­
ing this lattice. It can easily be deduced from any list of roots 
and weights that the identification is as follows: 

{

r w' for all simply laced groups, 

(A 2/2)r w = r a' for Spin(2n + 1) and Sp(2n), 

r,t, for G2 and F4 • 

(4.13) 

From (4.13) one then sees at once that the outer automor­
phisms connect representations belonging to all congruency 
classes for the simply laced groups, connect only congruent 
representations for Spin(2n + 1) and Sp(2n), and connect 
only representations that are congruent with respect to the 
long roots for G2 and F4 • [Note that the A automorphisms 
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also permute the groups SU(2)~ and change Go into the 
group {E('a.vpE =('a.vpa·(Ho + vK)}.] 

Let us finally consider the action of the automorphisms 
N on the vectors in weight space, which is defined as the 
(l + 2)-dimensional space spanned by the eigenvalues 
P = (d,p,k) of the Cartan operators {D,Ro,K} and which, 
on account of (4.9), has a Minkowski metric with inner 
products of the form 

P'P' = (dk' + d'k) - pop'. (4.14) 

Since the Cartan group C acts trivially, the action of N is 
implemented by the quotient group W = N 1 C and, from the 
fact that N is the maximal group of Cartan-preserving auto­
morphisms, it follows that W is the symmetry group of the 
KM root diagram. 

The action of the subgroup WO = N°ICoofN ICcorre­
sponds, of course, to rotations ofp with d, k fixed; thus what 
we are really interested in are the transformations of Pwhich 
are induced by A in (4.8). It is easy to see that these transfor­
mations are of the form 

(d,p,k) .... (d + v'p + (v212)k,p + vk,k), (4.15) 

which can be written in the more compact notation 

P .... P-[2(P·V)jV2 ]V, (4.16) 

where V = (l,v,O). From (4.16) one sees that the transfor­
mations are the exact analogs in Minkowski space of reflec­
tions in Euclidean space; in particular, they preserve the 
norm (p,2 = p 2) and thus are Lorentz transformations. 
However, the transformations also preserve the lightlike 
vectors (O,O,k), so that they belong to "the little group of a 
lightlike vector," which is known to be a Galilean subgroup 
of the Lorentz group. 

V.INNER GROUP NAND WEYL GROUP WOF CARTAN­
PRESERVING AUTOMORPHISMS 

Thus far we have considered the group N of general 
Cartan-preserving automorphisms of KM algebras which, 
modulo the Cartan-preserving automorphisms N° of ordi­
nary Lie algebras, consisted of the Galilean transformations 
A in (4.8) with VEr w' Let us now consider the conditions for 
the automorphisms A to be inner. 

Since the integer spacing of D and the root spacing ofRo 
is preserved by KM algebras, it is clear that necessary condi­
tions for the automorphisms (4.8) to be inner are that 

ilHo=vKEra , W=v'Ho + (v2/2)KEZ. (5.1) 

However, sinceK = n..1 2/2; nEZ+; and the trivial representa­
tion H o = ° of Go is permitted for all values of n, including 
n = 1, the second condition in (5.1) splits into the two sepa­
rate conditions 

(5.2) 

since in general Ho can be any weight, conditions (5.2) and 
the first condition in (5.1) may be written as 

(5.3 ) 

We now show that the second condition in (5.3) implies the 
other two and thus is the only condition that is really neces­
sary. First, we show that irrespective of the value of K, the 
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first two conditions in (5.3) imply the third: For this, one 
first expands v and vK in terms of the I-primitive roots a j. 
From (5.3) one obtains 

I I 

V = I m;iZj; vK = I njajO mjOnjEZ, (5.4 ) 
j= 1 j= 1 

where, since the aj's are linearly independent, one has 

a: nj = 2Kmj. (5.5) 

However, then 

v2K= (vK)·v= Injmj(aj'aj ) + Injmj(aj'aj ) 
j joFj 

= 2{~njmj + ~.njmj(aj.aj)}' (5.6) 
, I>} 

where the equality of the terms for i <j and i > j follows from 
(5.5). Since the terms within the curly brackets of (5.6) are 
integers, this establishes the result. Next, we show that since 
K min = A. 2/2, the second condition in (5.3) implies the first. 
Indeed, from the inclusions (2.10) we have r a k (21 A. 2) r a 

and hence, 

VEra =}VE(21A. 2)r a = K ';;-i~ r a 

(5.7) 

It is worth emphasizing, for later reference in the twisted 
case, that the condition (v2/2 )KEZ in (5.3) is a consequence 
of the other two for any value of K, whereas the first condi­
tion in (5.3) is a consequence of the second only because 
K min = A. 2/2. In any case, for untwisted algebras the final 
result is that the necessary condition (5.1) for the automor­
phisms to be inner reduces to 

(5.8) 

i.e., that v be an element of the coroot lattice. 
We shall now show that (5.8) is also a sufficient condi­

tion by constructing the operators in the KM group which 
implement the transformations with the parameters v = a: 
For this, we consider the elements 

t,: (0) = exp [ (i0 12)(E ~ + E = ~» , (5.9) 

of the Lie subgroups SU (2) ~ of (3.7). From the KM algebra 
one easily verifies that 

(t,:(O»)tH~t,:(O) = H~ + a j
[ (i/2) (E~ - E =~) ] sin 0 

- (a
j
la2)(a'Ho + nK)( 1 - cos 0), 

(5.10) 

(t,:(O»)tDt,:(O) = D - n [(i/2)(E~ - E = ~»sin 0 

+ (n/a2)(a'Ho + nK)( 1 - cos 0), 

(5.11 ) 

and hence, for () = rr [when the t,: «() become the elements 
of the Weyl group ofSU(2)~], one has 

(t,:(rr»)tH~t,:(rr) = H~ - ai(a'Ho + nK), 
(5.12) 

(t,:(rr»)tDt,: ( rr) = D + na'Ho + [(na)2/2]K. 

Thus the transformations t,: (rr) preserve the Cartan subal­
gebra {D,Ho,K} and in fact are just automorphisms of the 
form (4.7) which are mixtures of ordinary Weyl rotations 
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induced by a and Galilean accelerations A induced by na. 
Hence, if one cancels the ordinary Weyl rotations by defin­
ing 

U~ =t,:(rr)(gg(rr»)-l, 

one finds that 

(U~)-lH~U~ =H~ - najK, 

(5.13) 

(U~)-lDU~=D-na'Ho+ [(na)2/2]K. (5.14) 

For n = 1 these are just the generators of the Galilean trans­
formations (4.8) with VEra' as required. Thus, finally, VEra 

is the necessary and sufficient condition for the general Car­
tan-preserving automorphisms VEr ill to be inner. 

Since the quantization conditions for A and A are VEr ill 

and VEra' respectively, it follows that the quotient group A I 
A is isomorphic to the lattice group r ilI/r a which, from the 
discussion of Sec. II, is just the center.2' of the correspond­
ing simply connected Lie group. 

Note that for VEra the "reflections" (4.15) of Sec. IV 
reduce exactly to the "reflections" by which previous 
authors3 defined the Weyl group Wof KM algebras. Since 
these reflections are produced by the nontrivial action of the 
normalizer group N on the Cartan subalgebra {D,Ho,K} for 
VEr a' it follows that just as in the case of ordinary Lie alge­
bras, the Weyl group defined by reflections is isomorphic to 
the quotient N IC, where Cis the centralizer of the Cartan 
subalgebra. 

Note, also, that the inner automorphism relation 

exp(ia'X) = Uf = exp[ (irr12)(Ef + E =n] 
Xexp[ ( - irr/2)(Eg + E 0- a» 

(5.15) 

could be regarded as a formal definition of the operator X. 
From this point of view X is then defined by the KM algebra, 
but since it is independent of a, it acquires a universality 
which transcends the particular KM algebra used to define 
it. Indeed, as we have seen, X can be used to formally gener­
ate the outer automorphisms also by extending the range of 
the parameter v in exp (iv' X) from r a to rill' Furthermore, 
if the spectrum of D is taken to be continuous the range of v 
can be extended to the continuum. In particular, exp(iv'X) 
for continuous v generates automorphisms of the Abelian 
KM (string) algebra. In this sense X may be regarded as a 
remnant of the non-Abelian part of the KM algebra in the 
limit when the strictly non-Abelian part E ~ is contracted to 
zero. 

VI. EXTENSION OF NTO THE VIRASORO ALGEBRA 

It is well known that every KM algebra admits a Vira­
soro automorphism and is implemented by generators Ln 
which satisfy the Virasoro algebra 

[Ln,Lm] = (n - m)Ln + m + (c/12)n(n 2 
- 1 )Dn+ m' 

(6.1 ) 
where c is an arbitrary constant, and have the action 

(6.2) 

on the KM algebra. An interesting feature of the Cartan­
preserving automorphisms N (both inner and outer) is that 
they can be extended to include the Virasoro algebra. In fact, 
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it is easy to verify that if v denotes the usual parameter of 
Galilean accelerations, the required extension of N to the 
combined KM and V system is 

L,. -+L,. + v·H,. + (v2/2)K~,. (6.3) 

and is unique. One sees from (6.3) that Lo has the same 
transformation law as D in (4.8), but this is not surprising 
since Lo and D coincide in the sense that Lo - D is central to 
the whole KM-V system. 

It is worth noting that the automorphism (6.3) is not an 
automorphism of the Virasoro algebra L,. alone, but trans­
forms the Virasoro algebra into a mixture of itself and the 
elements H,., K of the KM algebra. In fact, the spaces 
spanned by {L,. ,H,.} for fixed n:l 0 and by {Lo,Ho,K} form 
reducible, but not fully reducible, representations of the Ga­
lilean accelerations (4.8) and indeed of the full group 
N = N° I\A. Thus with respect to N any combined KM-V 
algebra decomposes into the representations {Lo,Ho,K}, 
{L,.,H,.} for fixed n:lO, and {E~} for all n, a. Further, 
apart from the usual decomposition of the Cartan algebras 
according to short and long roots, which yields two N° or­
bits, the representations each consist of a single orbit. Thus, 
finally, the action of N on the KM-V algebra is analogous to 
the action of N° on an ordinary Lie algebra; indeed, N just 
extends the action of N° on Go by extending the N° orbits to 
include (all) the different values of n. 

For highest weight representations of KM algebras it is 
well known that the V generators L,. can be realized as bilin­
ears in the KM generators, so that the Virasoro automor­
phism can be thought of as an internal automorphism. The 
realization is through the so-called Sommerfield-Sugawara 
(SS) construction3•8 ,9 

(K + ~ Q) L ~s = ~T; T: ()(q - p)~(p + q - n) 

= 2:(Hp 'Hq + 2: a
2 

E p-aE~) 
p,q a 2 

X()(q - p)~(p + q - n), (6.4) 

where Q is the group-invariant constant defined in Eq. (2.2) 
and ()(s), the normal-ordering stepfunction, is defined as 
()(s) = 0, ~, and 1 for s>O, = 0, <0, respectively; it is in­
structive to verify that for the L ~s the transformations (6.3) 
are just those induced by the N automorphisms of the KM 
algebra. Actually, since the ordinary Weyl rotations are 
trivial for (6,3) and since for the Galilean accelerations v the 
change in the H term in (6.4) is 

a(f.;Hp 'HqO~) = a ( ~ H~~,. + Ho·H,. (1-~,.») 

= K(V'H,. + ~ K~,.). (6.5) 

the only nontrivial part of the verification is to show that the 
change in the E term in (6.4) due to v is 

a(2:~2 Ep-aE\()~)= ~ Q(V'H,. + ~K~,.} 
(6.6) 

To show this, one notes that the change E~ -+E~+ m' where 
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m = (a' V), induced in the KM generators E by the v trans­
formations may be absorbed in the () function, so that 

a( 2: a 2E p- aE~()(q - p)~(q + p - n») 
a,p,q 

= - 2:a2Ep-aE~X(q-p,m)~(q+p-n), (6.7) 
a,p,q 

where X(q - p,m) is the difference 

X(q - p,rn) = ()(q - p) - ()(q - p - 2m). (6.8) 

However, since the factor X~ makes the sum over p, q finite 
and X~ is odd in q - p, one may make, without change in 
(6.5), the replacement 

Ep-aE~-+HEp-a,E~] = (1/a2)( -a·H,. -qK~n) 
(6.9) 

and then (6.7) reduces to 

a(2:a2E - aEa()~) = ~[(a·H,.)x + Kc5ny], (6.10) 

where x and yare the numerical factors 

rn2 

x= D(2q-n,rn) =m, y= 2:qx(2q,m) =-. 
q q 2 

(6.11 ) 

Then recalling that m is actually (a'v) and using the com­
pleteness relation (2.4) for the ai's one has 

a(2:a2E -aEa()~) 

= ~[(v.a)(a'H,.) + (v'a)2(a'V) KD,. ] 

=Q( v'Hn +~ K~n)' ( 6.12) 

as required. 
A corollary of the verification for L ~s is that for any Ln 

satisfying (6.1) and (6.2), the quantities 

KL,. - Ho·H,., n:lO; 2KLo - H~, 

QL,. - 2:(~2Ep-aE~()~} Hp'Hq, p,q:lO (6.13) 

are separately invariant with respect to the Cartan-preserv­
ing group N, whereas only their sum is invariant with respect 
to the entire KM algebra. This observation explains why the 
combination 2KD - H~ introduced in (4.9) is the invariant 
of the Cartan algebra with respect to the group N, whereas 

00 

(2K + Q)D - H~ - 2 2: H _,. . H,. 
n=l 

- 2: 2:a2E = ~E~()(n), (6.14 ) 
,. a 

with a different ratio of coefficients for D and H~, is the 
invariant with respect to the full KM algebra. The interac­
tion with the non-Abelian part renormalizes D and Ho in a 
different manner! 
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VII. USE OF THE NORMALIZER N IN THE VERTEX 
CONSTRUCTION 

For the level 1 representations of simply laced KM alge­
bras it is possible3 to construct the elements E ~ from three 
more primitive ingredients, namely the Lie algebra Go, the 
Abelian (oscillator) KM algebra generated by {Hn ,K}, and 
the generator X of Galilean accelerations introduced in Sec. 
IV. This can be seen explicitly be recalling that in this con­
struction the E ~ are defined as 

E a =L£~va(z), 
n 21Ti j zn + 1 

(7.1) 

where the integration is around the unit circle; the Y' are 
elements of a unitary Clifford algebra defined by 

Y'y-a=l, Y'yi3=E(a,p)Ya+13' a+P=t=0, (7.2) 

where the E(a,p) are structure constants of Go defined by 

[Eg,Eg] = E(a,f3)Eg+13; (7.3) 

and the "vertex" Va(z) is a product of the form 

Va(z) = vg (z) II V~ n (z) V~ (z), 
n>1 

where 

vg = exp(ia·X)exp(i In z)a·Ho), 

V~ = exp[i(zn/n)a·Hn], n=t=0. 

(7.4 ) 

(7.5) 

The commutation relations of the vms [and the Clifford 
algebra (7.1)] then guarantee that (for level 1 representa­
tions of simply laced KM algebras) the E~ in (7.1) satisfy 
the usual KM commutation relations. 

This so-called vertex construction of the E ~ is well 
known, but the points that we wish to make here are the 
following. First, it is not X but the exponentiated quantities 
exp(a·X) that are used in the construction, and these are 
elements of the acceleration subgroup A of the inner Cartan­
preserving automorphism group N. Second, the only part of 
the vertex Va(z) which is not constructed from the oscilla­
tor KM algebra, namely, vg (z) in (7.5), is also an element 
of the group N. Thus the vertex construction for simply laced 
algebras is actually a construction of the E ~ from Go, the 
oscillator KM algebra, and N, the normalizer of the Cartan 
in Int(Go). (For nonsimply laced algebras the vertices cor­
responding to the short roots have an extra fermionic fac­
tor, \0 but this does not change the role of N in any essential 
way.) 

VIII. SPACE·TIME SIGNIFICANCE OF NFOR STRING 
THEORY 

We now show that the Cartan-preserving groups N of 
KM algebras have a remarkable space-time significance 
within the context of string theory. For this, one recalls4 that 
the transverse part of the bosonic string algebra in the light­
cone gauge is just an Abelian (oscillator) KM algebra 

[H:",Hjn] =mlJUtjNK, [D,H:"] = -mH:", 

iJ= 1, ... ,/, (8.1) 

to which one can adjoin the N group generator X i of ( 4.1 0) 
defined as 
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[Xi,H~]=iK8ij, [Xi,H~]=O, n=t=0. (8.2) 

One first notices that the generators M ij of orthogonal trans­
formations of the vectors Xi, H ~ can be constructed from 
these operators by the standard formula 

Mij - XfiHj) + ""' J.. H Ii Hj) iJ· - 1 I (8.3) - 0 £.. - n n' - , ... ,' 
n#O n 

where [ij] denotes antisymmetrization. Now, in the light­
cone gauge formulation of string theory, the I-dimensional 
weight space RI is regarded as a transverse Euclidean sub­
space of an (/ + 2)-dimensional Minkowski space whose re­
maining two dimensions are spanned by two lightlike vec­
tors (kl'and~, say) orthogonal toRI and theoscillatorKM 
algebra (8.1) is extended to the two extra dimensions by 
defining 

k·Hn =8nK, K·Hn =L~s(H); 
(8.4 ) 

k·X = 0, [K·X,K] = 2iK, 

where L ~s(H) denotes the SS-Virasoro operators of the 
transverse string algebra (8.1). When the Minkowski space 
has the critical dimension I + 2 = 26 the quantities 

MI'V = Xll'pv) + L J..HI':.nH~), 
n#O n 

(8.5 ) 
PI' = Hg, f.l = 0, ... ,/ + 1 

close to form a Poincare algebra and are identified as the 
generators of the physical Poincare group. 

Equations (8.1 )-( 8.5) merely summarize the light­
cone gauge treatment of the bosonic string, but the point we 
wish to make here is the following. If one considers the little 
group of this physical Poincare group that leaves the scalar 
k· Pinvariant one finds that it is generated by pI', MI'Vkv and 
the original SO (I) generators (8.3); if one writes these gen­
erators in terms of the base elements of the string algebra one 
finds 

K·P=Lo=D, Pi=H~, k·P=K, Mij, 

Mivkv = Xi. (8.6) 

Thus the generators of the little group within the Poincare 
group of k· P are exactly the generators of the Cartan-pre­
serving group N. From this, one sees that, for the string, the 
Cartan-preserving N is the little group of a lightlike vector in 
Minkowski space; this provides a physical explanation of its 
Galilean structure. Note that the algebra of the little group N 
closeswhetherornotl + 2 = 26. Note, also, that since Ncan 
then be interpreted as a KM automorphism group or as a 
space-time group, it plays the role of both an ipternal and 
external symmetry group! 

IX. RECALL OF PROPERTIES OF TWISTED KM 
ALGEBRAS 

Twisted KM algebras are generated from linear (or­
thogonal) automorphisms ofthe Lie algebras Go as follows. 
Let A by any such automorphism of Go and T~ a (possibly 
complex) basis of Go compatible with the diagonalization of 
A, i.e., let 

(9.1 ) 
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where b is a common eigenvalue of some set oflabeling oper­
ators which are invariant with respect to A (but are other­
wise complete) and exp(21TiE) are the eigenvalues of the lin­
ear transformation A, as indicated. Then the KM algebra is 
twisted by changing it to 

[T: + E(a) ,T~ + E(b) ] 

= ifabc T'j.,+E<c) + (n + E(a»)Kc5abc5N +E(cP 

N = n + m, E(C) = E(a) + E(b) (9.2) 

(where for a complex basis c5ab is off diagonal with appropri­
ate normalization). It is usual to require that A be cyclic of 
finite order, A' = 1, reZ, in which case the E'S are fractions of 
the form n + sir, s = 0,1, ... , r - 1, but this requirement is 
actually not necessary for the consistency of (9.2). 

There is a sharp difference between the twists generated 
by inner and outer automorphisms. If A is inner, then it can 
be written as A = exp(21Ti adj (K»), where K is an element 
of the Lie algebra. Then, without loss of generality, K can be 
conjugated into the Cartan subalgebra, i.e., K may be writ­
ten as K = V' Ho for some I-vector v and in the Cartan basis 
the action of A on Go is then evidently 

A(v) A(v) 

Ho -+ Ho, Eg -+ e27Ti(a·v)Eg. (9.3) 

According to the rule (9.2), the twisted KM algebra then 
takes the form 

[H~,E~ + (v'a) ] = aiE~ + (v'a)' 
(9.4 ) 

etc. However, one sees by inspection that such algebras can 
be converted into ordinary untwisted KM algebras by the 
redefinitions E'(n + v'a) = E~, 110 + vK = 110; hence, they 
are called trivially twisted or pseudotwisted. 

As a matter offact, if one returns to the Cartan-preserv­
ing transformations A of Sec. V, one sees that the above re­
definitions are just the A transformations, with the range of 
the parameter vector v extended from ver tw to arbitrary real 
v. Thus there is a one-to-one correspondence between the 
KM algebras twisted by inner automorphisms and the group 
of Galilean accelerations A, or, more precisely, between 
these twisted KM algebras and the quotient group AJA, 
whereAc is the covering group ofA. Thus the quotient group 
AJA can be used to parametriz~ the inner-twisted KM alge­
bras uniquely and untwist them. 

In contrast, the twisted algebras (9.2) generated by 
(nontrivial) outer automorphisms A cannot be untwisted. 
Such twisted algebras can be understood most easily by re­
placing the usual complete set of labeling operators {Ho}, 
where ~ is the Cartan of Go, by the complete set {Ho,A}, 

'" whe,!.e 110 is the Carta;" of the maximal A-invariant subalge-
bra Go of Go. Hence, we digress to discuss the form of the Lie 
algebra in the {Bo,A} basis. 

First, since A must be an element of one of the groups 
Y = 1, 8 2, or 8 3 of ",outer automorphisms of ~ 0' the A-in­
variant subgroups ~ 0 coincide with the Y-invariant sub­
groups 9 0 listed in Table I. Second, it is clear that in an 
{Ho,A} basis the Lie algebra of ~ 0 must be of the form 
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A. A A. A A. 

Go-{Ho,Fg,F o}, G; -{H;,F:'}E~O' (9.5) 

where the subscripts correspond to the eigenValues of A, Go 
is in the usual Cartan form (where u, A, are the short and long 
roots), and {G; ,B;} correspond to the orthogonal comple­
ments {G~,Hn of {Go,Ho} in {Go, Ho}, respectively. Thus 
thew in (9.5) are the weights of the representation G ~ of Go 
and the problem is to determine which w's are permitted. 
The w's are evide~tly projections of the roots a of Go onto the 
root diagram of Go and hence, if r(a) denotes the A trans­
form of a [according to (2.19)] and m(a) its multiplicity 
(i.e., the number of roots a that project onto the same w), 
then 

r(a) = a~w = a, m(a) = 1; 

r(a) =l=a~ Iwl < lal, m(a) = 2,3. 
(9.6) 

From (9.6) it follows that the FOl for w = a come singly and 
the FOl for I w I < I a I come in pairs or triplets; from this result 
and the relations r(a) = a = A and r(a) = a = 2uofTabie 
I, one sees that the only possibilities for the F:' in (9.5) are 

F:'#o = F~ generically, 

F:'#o = {F~,F~,F;u} for SU(2n + 1). 
(9.7) 

The normalization of the F:' is not fixed by (9.7), but is 
determined in the usual way by the requirement 

'" [F:',F=:'] =2(w·HoIw2). (9.8) 

Explicit expressions for the F:' in terms of the roots E a of ~ 0 

are given in Table II. 
After this digression we return to the twisted algebras. 

From (9.5) and (9.7), it is not difficult to convince oneself 
that in the {Ro,A} basis the twisted KM algebra (9.2) must 
take the following form: 
generically, 

'" {Hn,F~,F~}, {H~+E,F~+E}E#O' a = A, neZ, 

SU(2n + 1), 

{Bn,F~,F~}, {H~+ 1/2,F~+ l/2>F~+ 1/2,F~+ 1/2}, 

a = 2u, neZ, (9.9) 

with the commutation relations 

'" [Hp,F~] = wF~+ q' 

[F;,Fq-Ol] = (2/w2)(w'Rp+q +pKc5p+q)' etc., 

p,qeZ + E. (9.10) 

The quantization of K for the twisted algebras is deter­
mined in the usual way by requi1ng that the SU(2); alge­
bras generated by {F;,F =;,(w'Ho + pK)/w2} are self-ad­
joint, i.e., are such that the spectrum of the operator 

2(w'Ro + pK)/w2
, peZ (9.11) 

is integer and positive {indefinite) on vacuum states for 
p > O. For the untwisted Go algebras [w = (u,A),peZ] these 
conditions yield 

(9.12) 

where h is a highest weight and the v are the roots of Go, as 
discussed in Sec. III; we wish to consider the modifications 
required for the twisted cases (which are characterized by 
fractional values of p). 
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TABLE II. Relationship between the generators F~, which are eigenoperators of the outer automorphism A, and the Cartan-Weyl generators E" for OJ oF a. 
Here 1/(E) = exp(21TiE), ,c = a'/2OJ2( = lor 2), and the Eu are determined by the condition A(E") = EuE'(U) and the values of the Eu, for the I-primitive 

roots. (The natural choice Ea, = 1 implies Eu = ± 1.) For OJ = a = r(a), F'; = E". 

Algebra A' = 1 E 

Generic r=2 {O,~} 

Spin(8) r= 3 {O,!,~} 

Su(2n + 1) r=2 {O,~} 

For the generically twisted algebras p is fractional only 
for the short roots (U = a (for which it is a multiple of er I A 2) 

and hence, the only modification of (9.12) is 

(9.13 ) 

The modification (9.13) does not change the quantization of 
K, but reduces the permitted vacuum representations. In 
particular, for the lowest valueofK, namely K = er, it can be 
seen by inspection of tables of highest weights that (9.13) 
reduces the permitted vacuum representations to the funda­
mental representations of the congruency classes, i.e., to the 
trivial representations of G2 and F4 , the trivial and funda­
mental spinor representations ofSO( 2n + 1), and the trivial 
and defining representations ofSp(2n). 

For the SU(2n + 1) twisted algebra (U = (u,A,2a) and 
p is half-integer and half-odd-integer for (U = (a,A) and 
(U = 2a, respectively. For (U = (a,A) the only modification 
to (9.12) is 

(9.14 ) 

which doubles the quantization of K, but imposes no further 
restriction on the vacuum representations. For (U = 2a the 
conditions on the operator (9.11) become 

a'HoIer + K 14erEZ+ (9.15) 

and since (a' Ho)/er is half-odd-integer and integer for the 
spinor and tensor representations of SO(2n + 1), respec­
tively, one finds that for the spinorial representations, 

K IU 2E.l+ - ~, (4a'" S) <.K 
and for the tensorial representations, 

K IU 2E.l+, (4a'" ') <X. 

(9.16) 

(9.17) 

Thus the even and odd values of KIA 2 found in (9.14) are 
correlated to the congruency classes of representations of 
SO(2n + 1). For the spinorial class, the lowest level is 
K = A 2 and the only permitted vacuum representation is the 
fundamental spinor, but for the tensorial class the lowest 
level is K = U 2 and it is not difficult to check that there are 
n + 1 vacuum representations permitted by (9.14) and 
(9.17), namely, the trivial and first-n totally antisymmetric 
representations ofSO(2n + 1). 

X. THE CARTAN·PRESERVING GROUP ii, FOR 
TWISTED KM ALGEBRAS 

With the twisted KM algebras in hand we may now 
consider the group N, of Cartan-preserving automorphisms 
of twisted KM algebras. Since the "Cartan" is in this case 
{D,A,Ho,K}, where A is outer, the natural definition of N, is 

1930 J. Math. Phys., Vol. 30, No.8, August 1989 

OJ F'; 
a E" + 1/(E)Eu E'(£) 

a E" + 1/2(E)Eu E'(U) + 1/(E)Ea E,(u) E?(u) 

a,A K{E" + 1/(E)Eu E"U») 

the group of automorphisms that preserve {D,Ha,K}. In 
other words, N, is just the group of Cartan-preserving auto-

A 

morphisms of the ordinary KM algebra associated with Go, 
- -0-
N,=N,I\A" (10.1) 

but with possibly different quantization conditions for the 
vector parameter in the Galilean subgroup A I' To emphasize 
that the vector parameter lies in the root space of the sub­
group Go we shall denote it by D rather than v. As in the 
untwisted case the quantization of D can be determined by 
inspecting the change in the subscripts on the non-Abelian 
bases of the KM algebra induced by D, i.e., by inspection of 

F';; + E -F';; + E+ (u,,,,)' (10.2) 

From (10.2) one sees that D transforms theF';; + E into them­
selves if and only if 

(u' A), r( u ·a)E.l generically; 

2(u'v)EZ for SU(2n+ 1) 
(10.3 ) 

(where A' = 1 and v( = U,A) are the roots of Go]. However, 
since for every group r = A 21 cr the generic conditions 
( 10.3) can be written as 

(u'v)E(2IA 2)l, (10.4) 

one then sees that the required quantization conditions are 

DE(21A 2)rw generically, DE!rw for SU(2n+I), 
(10.5) 

where wand iiJ are the weights and coweights, respectively, 
of the subalgebra Go. Since for Go = SO(2n + 1) the root 
lattice is the cubic lattice (which is self-dual), one has 

r w = (21A 2)r v for SO(2n + 1), (10.6) 

which may be used to reexpress (10.5) as 

DE(21A 2)r w generically, 

DE ( 1/ A 2) r v for SU (2n + 1). 
( 10.7) 

Thus the groups (10.1) with D quantized as in (10.7) consti­
tute the groups of Cartan-preserving automorphisms of the 
twisted algebras. 

A. Necessary conditions for inner automorphlsms 

Let us now consider the question as to whether the auto-
A 

morphisms are inner. Since the root spacing of the Ho and 
the 1/r spacing of D are preserved by the twisted KM algebra 
it is clear that necessary conditions for the automorphisms to 
be inner are 

aHo = uKErv , aD = u'Ho + (u2/2)KE(1lr)l, 
(10.8 ) 
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where v = (u,A) are the roots and r v the root lattice of the 
subgroup Go. 

For the SU (2n + 1) case these conditions are automati­
cally satisfied by theu's in (10.7) sinceK I A. 2EZ; for the gen­
erators u = ul2if of the rjA. 2 lattice 11(2D) may be writ­
ten as 

11(2D) = [Fi/2 ,F = i/2 ] (10.9) 

and is thus integer valued. Thus for SU(2n + 1) the inner 
conditions (10.8) do not place any restrictions on the gen­
eral automorphisms. 

For the generic case it is convenient to write (10.8) in 
the form 

A 

I1Ho = (ro) (K Ir)er v' 

/1(rD) = (ru) 'Ro + [(ru)2/2](K Ir)EZ 
(10.10) 

since then one sees that the conditions are exactly the same 
as in the untwisted case except that (D,u,K) are replaced by 
(rD,ro,K /r). Hence, by the argument of Sec. V, the quadrat­
ic term u2 K /2 can play no role and (10.8) reduce to 

uKerv , ru·Roe'l. (10.11) 

Since for the generic case KmiJl... = A. 212 and Ito takes its val­
ues in the weight lattice of Go, the conditions in (10.11) 
reduce to 

( 10.12) 

in this case. From the inclusions (2.10) one then sees that, as 
in the untwisted case, the first condition is the dominant one 
and thus 

ue(2!A. 2 )rv generically. (10.13) 

Thus in the generic case conditions ( 10.8) reduce the weight 
lattice of ( 10.7) to the root lattice. 

B. Sufficient conditions for inner automorphlsms 

To see that the conditions on u are also sufficient one 
constructs the group elements which generate the required 
automorphisms, namely, 

Uflr = gflr(g~j')-I, gflr= exp[ (i1r/2)(Fflr + F =flr)]' 

(10.14) 

where for the generic case UJ = u and for SU(2n + 1) 
UJ = u,A,2u and (since ordinary Weyl rotations are scale in­
variant) /fou = gg. By using the formal extrapolation n - 1/ r 
and a-UJ in (5. 14), to avoid repeating the algebra, one sees 
that 

(Uflr)-IDUflr =D- u'Ro + (u 2/2)K, 

(Uflr) -IHoUflr = Ho - uK, 

where, sinceUJ = uand (u,A,2u), 

(10.15) 

II 
- {(2!A. 2)U, generically, 

u = ( r)UJ = 
u/if,A./A.2,~(ulif), for SU(2n + 1), 

(10.16) 

respectively, and the u's generate the required lattices. The 
quantization conditions for the inner and outer automor­
phisms are summarized in Table III. 
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TABLE III. Quantization conditions for the vector parameter of the accel­
eration subgroups A and At of the KM Cartan-normalizer groups. In the 
untwisted case r a and r", are the coroot and coweight lattices, respectively, 
of the Lie algebra Go. In the twisted cases A. denotes the long roots and r v' 

r w the root and weight lattices, respectively, ofthe A-invariant subalgebra 
of Go, where A is the outer automorphism of Go defining the twisted KM 
algebra. The result ( 1.4) follows by inspection of the table, but note that for 
the twisted SU (2n + 1) case the identity of the inner and outer automor­
phisms corresponds to the fact that the A-invariant subgroup is 
SO(2n + 1), which [in contrast to Spin(2n + 1) I has unit center. 

KMalgebras 
Untwisted 

Generically twisted 
Twisted SU (2n + 1) 

General 
VEr", 

uE(2!2 2)r w 

uE(1/2 2)rv 

Inner 
VEra 

uE(2!2 2)rv 

uE(!/2 2)rv 

XI. EXTENSION OF iit TO THE VIRASORO ALGEBRA 
FOR TWISTED KM ALGEBRAS 

Since the existence of the Virasoro automorphisms 
(6.2) of untwisted KM algebras is actually independent of 
the range of m and the structure of Go, the automorphisms 
extend automatically to the twisted case, where they take the 
form 

[Ln,T::'H] = - (m+E)T~+o m,nEZ, N=n+m 
(11.1 ) 

provided only that the indices on the Ln 's themselves remain 
integers and the Ln satisfy the usual Virasoro commutation 
relations (6.1) (with any center c). It can also be shown that 
the SS construction (6.4) remains valid in the twisted case, 
provided the p, q range over all the fractional values permit­
ted by the twist, and the Q is that of the full algebra Go [and, 
if the canonical center cn(n2 

- V/12 is required, that Lo 
should have a constant dim(GoIGo)/16(2K + Q) added to 
it] .9,11 In the {Ro,A} basis (9.9) ofthetwisted KM algebras, 
the SS construction is 

X()(q - p)o(p + q - n), (11.2) 

where 

Hp = Hp , FEZ; Hp = H!, FEZ + E, E#O; (11.3) 

UJ = u,A in the generic case; UJ = u,A,2u for SU(2n + 1); 
and E takes the values 0, ! or 0, !, j. 

It is not difficult to see from (11.1) that the Cartan­
preserving automorphisms of the twisted algebra can be ex­
tended to include the Virasoro algebra by letting 

A 2 
L n -Ln +u'Hn +(uI2)Kon , nEZ, (11.4) 

just as in the untwisted case, and that the extension is unique. 
We should now like to verify that for the SS construction 

( 11.2) for the twisted algebras, the Cartan-preserving auto­
morphisms induce the transformations ( 11.4). As in the un­
twisted case, the verification for the H part of L ': is trivial, so 
that the verification actually reduces to showing that the 
changes in the non-Abelian contributions to L ': due to twist­
ing produce no change in the variation of L ': (with respect to 
Galilean accelerations u). The change in the non-Abelian 
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contribution to L ~s may be written as 

L L a
2
(w) E -a(OJ)Ea(OJ)08-+ L .!!!.....F -OJF OJ08 

pqEZ a(OJ) 2 p q pqEZ + € 2 p q 
(11.5 ) 

for each weight w, where a(w) denote the roots a which 
project onto w under the outer automorphism of the algebra 
Go. From (9.9) one sees that fora(w) = w there is only one 
such root and E is fixed [E = 0 for the generic case and E = ! 
for SU(2n + 1)], while for a(w) =/=w there are r = 2, 3 such 
roots and E runs over all r values (E = 0, ! or E = 0, j, j). 
Therefore, the problem is to establish the equality of the 
variations of (11.5), which is equivalent to establishing the 
equality 

L L a
2
(w) [Ep-a(w),E~(W)]X(q-p,m)8 

pq a(w) = w 2 
2 

= L ~[Fp-W,F~]x(q-p,m)8 
pqEZ+€ 2 

(11.6 ) 

for the a (w ) and E just discussed, where m = (u' w) and X is 
defined in (6.8). This can be done by direct computation, or, 
more easily, by formally extending the computation in (6.7) 
to include the appropriate values of m and K. Using the KM 
algebra according to (9.9) and (9. 10) and eliminating the 8 
function, the problem then reduces to establishing that 

L L (a(w) 'Hn + qK8n lx(2q - n,m) 
qEZ a(w) 

A 

= L (w'Hn + qK8n )X(2q - n,m), (11.7) 
qEZ+€ 

or, since the sum of a(liJ) 'Hn over the permitted values of 
a (liJ) is just rliJ' it, to establishing that 

rL(liJ·it + qK8n )X(2q - n,m) 
qEZ 

= L (liJ·it+qK8n )x(2q-n,m), (11.8) 
qEZ+E 

where liJ' H nand K are independent of q. Let us consider the 
cases a(liJ) =/=liJ and a(liJ) = liJ in turn. For a(w) =/=liJ one has 
r = 2, 3 and E takes all r = 2, 3 values. Hence, what has to be 
established in this case are the numerical identities 

rD(2q - n,m) = LX(2q - n,m), 
qEZ rqEZ 

(11.9) 
rLqx(2q,m) = Lqx(2q,m). 

qEZ rqEZ 

For a(liJ) = liJ one has r = 1 and either E = 0 (generic case) 
or E = ![SU(2n + 1)]. In the generic case (11.8) becomes 
an identity and for SU (2n + 1) it reduces to establishing the 
identities 
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D(2q-n,m)= L x(2q-n,m), (11.10a) 
qEZ qEZ + 112 

Lqx(2q,m) = L qx(2q,m). (11.10b) 
qEZ qEZ + 112 

However, by adding the lhs of ( l1.lOa) and ( l1.lOb) to Eqs. 
(l1.lOa) and (l1.lOb), respectively, these equations reduce 
to ( 11.9) for r = 2. Hence, all that need be established finally 
are the numerical identities (11.9). However, by using the 
identities 

L !(q)X(2q - n,m) == 2f(~)X(2q - n,m) 
rqEZ qEZ r r 

== ~!(;)X(2q - rn,rm), 

(11.11) 

where! is any regular function, the second of which follows 
from the scale invariance of X, (11.9) reduce to 

rD(2q - n,m) = D(2q - rn,rm), 
qEZ qEZ 

rLqX(2q,m) = Lqx(2q,rm), 
(11.12) 

qEZ qEZ 

respectively, and the validity of ( 11.12) then follows imme­
diately from (6.11). This completes the verification of 
( 11.4) for the twisted case. 
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An extension of the Green's function formalism to the path dependent formulation of 
electromagnetism with magnetic charges is presented. The explicit form of the electromagnetic 
potential in terms of a generalized current density is calculated. As an example, the radiation 
field created by a moving particle with both types of charge is found. A technique is developed 
for the computation of ordinary potentials in terms of path dependent potentials. It is shown 
how the problem of a moving magnetic charge can be treated without the difficulty of dealing 
with moving strings of singularities. As an illustration of the method, the electromagnetic 
potential for a magnetic monopole moving in a straight line is calculated. 

I. INTRODUCTION 

In recent years magnetic monopoles have received a 
great deal of attention in the context of grand unified theo­
ries in which the existence of magnetic charges seems to be 
an unavoidable consequence of the fact that the gauge group 
is non-Abelian. 1 But in spite of their recent popularity, the 
principal motivation for the existence of magnetic mono­
poles goes back to Dirac's original work in 1931.2 Dirac 
demonstrated that the existence of isolated magnetic charges 
symmetrizes electromagnetism and, most importantly, pro­
vides a quantization condition for the electric charge. 

However, as it is well known, Dirac's original theory 
presents some disturbing features. When magnetic charges 
are present, the electromagnetic potentials exhibit string sin­
gularities. A Lagrangian formulation with these kinds of sin­
gularities has proven extremely difficult to work with. 

In 1980, Gambini and Trias3 (GT) (inspired by the 
earlier works ofCabibbo-Ferrari4 and Wu-Yang5

) present­
ed a formulation where path dependence was introduced as 
the key element in a nonsingular description of electromag­
netism with magnetic monopoles. In the GT approach string 
singularities lose their pathological character; thus they play 
the same role that point singularities play in ordinary elec­
tromagnetism (without magnetic charges). 

GT proposed a Lagrangian formulation manifestly self­
dual and without singularity terms or kinematical con­
straints. They quantized this Lagrangian and stated the dy­
namical equations. This formulation contains a large gauge 
group that allows, by an adequate choice of gauge, the recov­
ery of previous formulations. 

Motivated by the fact that the GT path-dependent for­
malism has been extremely successful in solving the formal 
difficulties of Dirac's original theory (and by the increasing 
experimental search for classical magnetic monopoles), we 
consider it important to extend standard techniques for solv­
ing differential equations in the framework of path-depen-

dent functionals. This would open up the possibility of carry­
ing out practical calculations, and of making predictions 
concerning the behavior of magnetic monopoles that could 
be tested in the near future. 

In this paper we show how the Green's function tech­
nique can be extended to the path-dependent formalism. 
With this powerful tool in hand, we are able to give an explic­
it form for the electromagnetic potential in terms of a gener­
alized current density that includes both the electric and 
magnetic monopole contributions. 

The techniques developed enable us to treat the difficult 
problem of studying a moving magnetic charge, a problem 
for which a satisfactory treatment does not exist. By select­
ing the trajectory of the particle as the natural path to define 
the path-dependent potential, the complications of dealing 
with moving string singularities that arise in more tradition­
al approaches to the problem6•7 are eliminated. 

We give an expression for the electromagnetic field ten­
sor created by a moving particle with electric and magnetic 
charges. The result shows the perfect dual behavior between 
both types of charges. When the magnetic charge is zero, we 
recover the classical result for the radiation field of a moving 
electric charge. 

As a special case, we study the radiation of a magnetic 
monopole moving along a straight line. 

In Sec. II, we present a brief review of the GT formal­
ism. In this section we define the notation and the path­
dependent functionals that are going to appear throughout 
this work. 

II. PATH-DEPENDENT FORMALISM 

In this section, we are going to present some of the basic 
aspects of the Gambini-Trias path-dependent formulation 
of electromagnetism with magnetic charges. 2 

In order to emphasize the duality between magnetic and 
electric charges, a complex notation is introduced. 
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The autodual complex electromagnetic tensor is defined 
by 

lFjLv(x) = FjLv(x) + iFjLv(x). 

The lFjLv (x) satisfies the Maxwell equation, 

lFjLv'v = - JjL (x), 

(1) 

(2) 

where JjL (x) is the complex current density, which includes 
the contribution of both types of charges. 

Now, a complex path-dependent potential is introduced 
as 

AjL(x,P(x») = r dx'v lFVjL (x') + gauge term, 
Jp(X) 

(3) 

where P(x) is a continuous path going from spatial infinity 
to the point x. 

To operate with these path dependent objects, a differ­
ential operator called the parallel derivative is defined. The 
way it acts is as follows: 

a:jL G (x,P( x) ) 

= lim G(x + Ax,P: (x + ax») - G(x,P(x») , 
l>.x~o Ax 

(4) 

where G (x,P(x» is any path-dependent functional, Ax is 
some displacement in the fl direction, and P: (x + Ax) is 
obtained by parallel transporting P(x) to the point x + Ax. 

In this formalism, the point function lFjLv(x) is written 
in terms of the path-dependent potentials as 

lFjLv (x) = AV:jL(x,P(x») - Awv(x,P(x») 

_ i rx dx';' JjLv;, (x), 
Jp(X) 

(5) 

where JjLv;' (x) is the dual of the complex current density. 
Equation (5) is obtained by integrating the dual of (2) and 
using (3). 

Since parallel derivatives are commutative, the addition 
of a parallel four gradient, A:jL (x,P(x»), to the potential, 
leaves invariant the relation (5); therefore the gauge invar­
iance of IF JLV is maintained. 

Ordinary point-function potentials can be obtained 
from the path-dependent potential by assigning a fixed path 
to every point x. 

III. GREEN'S FUNCTION IN THE PATH-DEPENDENT 
FORMALISM 

In the following section, we write the equation for the 
complex path-dependent potential and show how this equa­
tion can be solved by extending the Green's function tech­
nique to the path-dependent formalism. 

From (2) and (5) we find that the path-dependent po­
tential satisfies 

0: AjL (x,P(x») = .IjL (x,P(x»), (6) 

where we have introduced the parallel D' Alembertian, 
0: = a:;. a:A, and, .IjL (x,P(x»), the complex path-dependent 
current density defined as 
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.IjL (x,P(x» 

= rx dX';'[ -J;',jL(x') + JjL,;. (x') -iJjLv;,'V(X')] 
Jp(X) 

+ A:V:jL :V(x,P(x»), (7) 

where we wrote the explicit form of the gauge term. 
Until this point, we have formulated an equation for the 

path-dependent potential that is completely analogous to the 
one that appears in ordinary electromagnetism. In fact, for 
point-dependent functionals, substituting 0: by 0, and se­
lecting the gauge term such that 

0: A = r dx';' J;. (x'), 
Jp(X) 

(8) 

we recover from the real part of (6) the well-known relation 
for the electromagnetic potential in the absence of magnetic 
charges, 

DA (x) =j'electnc (9) jL jL(X) . 

Now, in analogy with the standard techniques for solv­
ing differential equations based on the properties of Green's 
function, we write the solution of (6) as 

.nfjL(x,P(x») = .s#'jL(x,P(x») 

+ r· J DP' d 4x' G(x,x';P,P') 

X.l (x''p' (x'»), (10) 

where the first term on the right is the solution of the homo­
geneous equation. The second term contains the sum over all 
paths P' that end in the point x. 

The path-dependent Green's function G(x,x'; P,P') that 
appears in the above equation satisfies 

D:G(x,x';P,P') =~(x,x',P-P'). (11) 

In order to define the path-dependent quantities appear­
ing in (11), and provide a practical way to evaluate the inte­
grals in (10), we approximate the continuous path by poly­
gons defined in R 4. We also take the appropriate measures to 
ensure the convergence. 

We define the polygons by N + 1 ordered points and a 
unit vector K that gives the asymptotic direction of the poly­
gon at infinity. The first point, xo, coincides with x, the arriv­
al point of the continuous path. The remaining N points de­
scribe changes of direction. 

Then, a path-dependent functional can be approximat­
ed in the polygonal space as 

F(x,P(x) )-F(xo,xl" .. ,xN;K). (12) 

In this representation the delta function that appears in 
( 11) can be written as 

N 

~(xo - X ~;P - P') -+ II [(21T')4(N+ 1) ]-1 
;=0 

Xdpi e-i(Xi-Xi')Pi 

-i(k-k')q 
xd 4q_e ___ _ 

(21T') 4 
(13) 

After applying the parallel D' Alambertian operator to 
the Green's function defined in the polygonal space, we get 
an integral expression for (11) that can be solved by stan-
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dard techniques of complex variable integration, giving 

G(x,x';P,P') 
N 

~Drct (XN - xiv) II ~(Xi_1 - x:_ 1 - Xi + xn, 
i=1 

where 
(14) 

Dret (x - x') = (1I41Tlx - x'i )8(xo - x~ - Ix - x'l) (15) 

is the well-known retardeq Green's function. 
It is interesting to notice how the Green's function oper­

ates in the polygonal space. The term Dret (x - x') propa­
gates the information in the usual way (between any pair of 
points, from one polygon to the other). The product of the 
delta functions automatically propagates the information to 
the remaining points of the arrival polygon. 

Writing the path-dependent current density in the poly­
gonal space, and substituting (14) in (10), we get the 
expression for the path-dependent potential, 

dJ.l. (xo,···,xN;k) 

= l£' J.I. (xo,···,xN;k) 

+ f d4xo D tet (xo - xo) itl (x1- xt- 1 ) 

XJ;.J.I. (Xi - Xo + X~;Xi_1 - Xo + x~) 

+ k;' f d4xo D ret (xo - Xo )j;.J.I. (x N - Xo + x~;k) 

+ f d4xo D ret (xo - Xo )A:wv:V(x,P(x»), (16) 

where we define 

(-I 
J;.J.I.(X;;Xi _ l ) = Jo daj;'J.I.[xi+a(x;-xi _ I )], 

(17) 

(18) 

The third term of (16) gives the contribution of the 
asymptotic term of the current density; the fourth term con­
tains the explicit form of the gauge term. 

Thus we have succeeded in finding an explicit expres­
sion for the complex path-dependent potential in terms of 
the complex current density. To illustrate the technique and 
to show the limiting process from the polygonal to the con­
tinuous path, we are going to calculate the above relation for 
a moving charged particle. 

IV. PATH-DEPENDENT POTENTIAL FOR A MOVING 
CHARGED PARTICLE 

For a particle moving along a trajectory, parametrized 
by s, the complex current density is given by 

JJ.I.(x) = Gf dszJ.I.(s)~[x-z(s)J, (19) 

where G is the complex charge, G = e + ig. 
Substituting the above expression in (16), (17), and 

( 18) and computing the integrals, we are left with the prob­
lem of recovering the continuous path. This is done in the 
following way: first, we let the distance between consecutive 
points go to zero, and then we let x N go to infinity in such a 
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way that the asymptotic direction of the polygon is parallel 
to the continuous trajectory. For this last step, we assume 
that there is a region D (as large as desired) such that outside 
it the fields are zero. We assume that in this region, the parti­
cle moves in a straight line. Under this assumption, we find 
that in the continuous limit, the asymptotic term of the cur­
rent density does not contribute to the potential, i.e., the 
third term of ( 16) is zero. 

Thus the complex path-dependent potential for the 
moving charge takes the form 

dJ.l.(x,P(x») = l£'J.I.(x,P(x») - £fdX'A 
41T 

X{[(ZAR+Z;. -z;.Q)(x-z)J.I. 

+ (-zJ.l.R -zJ.I. +zJ.l.Q)(x' -z);.]~ 
R 

+ iEJ.l.v;.a (x' - z)V[zaR + za - zaQ] ; 3} 
+ gauge terms, 

where, following standard notation, we have defined 

R = (x - z)"z", 

Q = (x - z)""i". 

(20) 

(21) 

From (3) we can identify the complex electromagnetic 
tensor IF AJ.I. (x); taking its real part we obtain 

F;.J.I. (x) = Re IF;.J.I. (x) 

= (e/41T) [(zJ.l.R + zJ.I. - ZIlQ)(X' - z);. 

+ (-zAR -z;. +z;.Q)(x'-z)J.I.] 

X (l/R 3) + (g/41T)EJ.l.vlla 

X (x' - z)V[zaR + za - zaQ]( lIR 3). (22) 

In this expression we can clearly see the contribution to 
the field tensor due to the electric and the magnetic part of 
the charge. The dual behavior between both types of charges 
is evident. 

Notice that when g = 0, i.e., no magnetic charge, we 
recover the classical relation for the electromagnetic field 
tensor due to a moving electric charge. [The real part of (20) 
is the well-known Lienard-Wiechert potential. ] 

V. RADIATION OF A MAGNETIC CHARGE MOVING IN 
1-0 

As an application of the results and the techniques de­
veloped in the preceding sections, we are going to calculate 
the potential and the field tensor for a magnetic charge that 
moves in a straight line. 

Dirac's result for the potential of a static magnetic 
charge has not been extended to the case of a moving mag­
netic charge, because of the difficulties involved in working 
with moving strings of singularities. In the path-dependent 
formulation we solve this problem by selecting a fixed path, 
the trajectory of the particle. It is easy to see why this is the 
correct choice; because it is the only path that always has a 
singularity where the particle is, it is precisely its trajectory. 
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For a magnetic charge that moves along the x I axis, with 
a trajectory parametrized as 

z(s) = (ZO(S),z1 (s),O,O), (23) 

the electromagnetic potential can be written as 

Aa(x) =~fx dX,1 F1a(x') +~Jx dX,1 F'a(x'), 
2 -00 2 00 

(24) 

where for convenience, we assign two trajectories to each 
point. One trajectory goes from - 00 to the point x, and the 
other from 00 to the point x. 

Notice that (24) is now a standard point function, be­
cause we have frozen the path dependence by choosing a 
fixed path. 

From (22), setting e = 0, we get for the particle de­
scribed by (23), 

F'a (x) = (g/41T)€JtOla (x - z)Jt 

X[(xl-z,)(z,ZO-zoZ\) +zo](lIR 3
). (25) 

Once more, the dual behavior between the electric and 
magnetic charges is manifest in the result. The electric field 
in the XI direction is zero; a magnetic charge creates electric 
field only in the direction perpendicular to its trajectory. 

As an example, we calculate the electromagnetic poten­
tial given in (24), when the magnetic charge is moving along 
the x I axis with za (s) Z 17 (s) = - a2 = const. In this case, we 
get 

AJt = (Ao,A) 

": A g 1 
= (0, X3J + x 2k)- 2 2 

41T X2 + X3 

X[l + 1 +a
2
x2 ], 

.J4a2(X~ + x~) + (1 + a2x 2
) 

(26) 

where x 2 = e2t 2 - xi - x~ - x~, andj, k are the unity vec­
tors in the x 2, X3 directions, respectively. 
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Thus we have found an electromagnetic potential for a 
moving magnetic monopole that is only singular along the 
trajectory of the particle, i.e., X2 = X3 = 0, free of moving 
strings of singularities. It is important to remark that the 
potential given in (26) is an ordinary point function, so all 
the standard techniques of electromagnetism can be applied 
to it. 

VI. CONCLUSIONS 

In this paper we have presented an extension of the 
Green's function method to the path-dependent formulation 
of electromagnetism with magnetic charges. The method we 
have developed offers a powerful tool for carrying out practi­
cal calculations in situations where string singularities are 
involved. 

We have calculated the explicit form of the electromag­
netic potential in terms of a generalized current density 
which contains contribution from both types of charge. As a 
special case, we calculated the electromagnetic field tensor 
for a moving particle, showing that the classical result is 
recovered when the magnetic charge is set equal to zero. 

We have also developed techniques for the computation 
of ordinary potentials in terms of path-dependent potentials. 
This technique has enabled us to study the radiation field 
created by a magnetic monopole moving in a straight line. 
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The Su(3) limit intrinsic states in the interacting boson model (IBM) are given by the group 
theoretical method. A method to calculate the physical states from the intrinsic states is given. 
Using this method, the physical states of the SU (3) limit ground state band are given 
completely. Some preliminary results are also obtained for beta and gamma band states. The 
wavefunctions obtained are expressed in terms of the five building blocks of the IBM wave 
functions belonging to Sun, Zhang, and Feng. In the SU (3) limit it is found that the building 
block T l , which represents three d bosons coupled to zero angular momentum, appears even 
in the ground state band wavefunctions. The wavefunctions have very interesting physical 
implications. 

I. INTRODUCTION 

It is well known that the interacting boson model l
-

3 has 
been successful in the description of the energy spectrum and 
E2 transitions for medium and heavy nuclei. There are three 
group chains in the model. They are the U (5), 0 (6), and 
SU (3) limits, respectively. They correspond to the vibra­
tional, gamma-unstable, and rotational collective motions in 
the geometrical picture. 

Using these generators, we directly obtain the following 
commutation relations: 

Wavefunctions in the interacting boson model can be 
constructed in a building up process l

-
3 by using the coeffi­

cient of fractional parentage. This method has been applied 
by Scholten in his PHI~ computer code. However, in some 
cases we need to know the analytical forms of the wavefunc­
tions, especially in limiting cases. Because the analytical so­
lution to a problem is a major advantage of the model, analy­
tical wavefunctions are very important. Sun et al.5 have 
established an analytical basis for interacting boson wave­
functions, and using the analytical basis, have given the ana­
lytical wavefunctions for the U (5) and 0 (6) limits.5,6 In this 
paper the SU (3) limit wavefunctions are discussed. 

II. THE INTRINSIC STATES 

In the interacting boson model, the SU (3) group gener­
ators are7 

(1) 

Qu = (s+d + d +s)~ + ~(7/4) (d +d)~. 

We can rewrite the generators in irreducible tensor 
form: 

A = - 2.,fi Qo, 

vo=!Lo, V±l = +~(2/3)Q::p, 

V ± 112 = ± !{~(2/3)Q± 1 

± !L± I}' 
Tq = ( - 1) 112 + q( V _ q) +. 

(2) 

[A,v ± I] = 0, [A,vo] = 0, 

[vo,v ± I] = ± v ± I' [VI'V _ I] = - Yo' 

[A,Tq] = 3Tq, [A,Vq] = - 3Vq, 

[vo,Tq] = qTq' (3) 

[v±I,Tq] = + ~(1/2+q)(1!2±q+ 1)/2 TUI' 

[vo,vq] =qVq, 

[v ± l,vq] = + ~(1/2+q)(1/2 ± q + 1)/2 Vu I; 

and 

(Vng + (TV)g = - 1!2.,fi A. 

(4) 

This tells us that Tq and Vq are two sets of irreducible 
tensor operators. Here, Vo v ± 1 form an angular momentum­
like algebra SU(2). The irreducible representations (IR's) 
have been studied by many authors.8-11 One of us (Sun) has 
given the general results ofSU (3) IR's.7 The basis of vectors 
ofIR (Ajl) can be labeled as the common eigenvectors of A, 
V, and Vo operators, 

I (Ajl)€ Ak). 

They satisfy the following equations: 

A I (Ajl)€ Ak) = €I (Ajl)€Ak), 

vi (Ajl)€ Ak) = A(A + 1) I (Ajl)€Ak), 

Vol (Ap)€ AK) = k I (Ajl)€Ak). 

(5) 

(6) 

For instance, in (Ajl) = (2,0), the eigenvalues of € and A are 
listed in Table I. 

We can prove that the following operators, 
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TABLE I. TheE,A in SU(3) (2,0) IR. 

E 

4 
1 

-2 

A 

o 
! 
1 

b;j2,±1/2=d~l' (7) 

bi!) =~l/3do+ +~2/3s+, bl+±l =d ~2' 

form a set of irreducible tensor operators U (2,0) (EAk) of the 
SU (3) group: 

b ~ 10) = 1(2,0)4,0,0), 

b ij2k 10) = 1(2,0) q,k), 

bit 10) = 1(2,0) - 2, l,k), 

that is, 

U(2,O)(EAk) = b tk' 

E=4-6A. 

We can prove that the following operators, 

ao+ = br}j, 

g~ = (br}jbt)~ -!(bjj2bij2)~' 

satisfy the following commutation relations: 

[ v ± 1 ,ao+ ] = 0, 

[ T ± 1I2,aO+ ] = 0, [ T ± 1I2,g;;; ] = O. 

(8) 

(9) 

(10) 

(11) 

We can also construct a SU (3) invariant operator, 

e+ = Jf73 {br}j(b t b I+)g - (b jj2b ij2 )Ib ng}· (12) 

This operator commutes with all generators of the 
SU(3) group. Using the operators ao+, gt, and e+, we can 
construct all the highest weight states of the SU (3) group 
that contain n bosons. This means we can construct the 
wavefunctions associated with the following group chain: 

U(6) :J SU(3) :J U(1) ® SU(2). (13) 

The corresponding highest weight states of SU (3) are 

I [n](AP)EmaxAoAo), (14) 

where 

Emax = U + ft, Ao = ft/2. ( 14') 

They satisfy the following equation: 

Tq I [n](AP)EmaxAoAo) = O. (15) 

It is easy to show that the following states satisfy the 
above equation: 
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We notice that 

ao+ creates one boson with E = 4, A = 0, 

gt creates two bosons with E = 2, A = 1, 

e+ creates three hosons with E = 0, A = O. 

(16) 

Using the relation Emax = U + ft, Ao = ft/2, we obtain 
the SU (3) highest weight state vectors as follows: 

I [n] (Aft )Emax AoAo) = Cao+ (n - 2p - 3Q)gl+Pe + qIO), ( 17) 

where C is a normalization constant and 

Emax = 4(n - 2p - 3q) + 2p, 

Ao=p, 

A = 2n - 4p - 6q, 

ft = 2p. 

( 17') 

Thus it comes out that ao+, gt , and e+ are the building 
blocks of the SU (3) highest weight vectors. From (17) and 
(17'), we also prove the decomposition rule for U (6) 
:J SU(3): 

i.e., 

[n] = L (2n - 4p - 6q,2p), 
pq 

[n] = (2nO) + (2n - 4,2) + (2n - 8,4) + ... 
+ (2n - 6) + (2n - 10) + (2n - 14,4) 

(18) 

+ ... + ... . (18') 

The intrinsic states ofthe SU (3) are l2 

{
I [n] (Aft)EmaxAof( 12), 

X(Aft)K) = I [n] (Aft)EminA~K 12). 
(19) 

In IBM, the ground state band is generated from the 
(2n,0) IR, and beta and gamma bands are generated from 
the (2n - 4,2) IR. The intrinsic states for these bands are 

X(2n,0)K = 0) 

= ~ (lIn!) ao+ nIO), 

X(2n - 4,2)K = 0) 

= ~[2/(2n - l)(n - 2)!] ao+ (n-2)go+ 10), 

X(2n - 4,2)K = 2) 

= ~[2/(2n - l)(n - 2)!J ao+ (n-2)gt 10). 

III. THE ANALYTICAL WAVEFUNCTIONS OF THE 
GROUND STATE BAND 

(20) 

(21) 

(22) 

The intrinsic states are related to the intrinsic states by 
the following formulas: 
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X(A,u)KLM) = 2: C(A,u)K,L )t/J(A,u)K,L,M = K), 
L 

(23) 

where",( (A,u )KLM) are the physics states and C (A,u )KL lis 
the Elliott coefficient. 

In order to calculate the physics states, one usually has 
to go to a fixed frame and carry out the overlap integral of 
X (A,u )KLM) with the rotational functions. 12 Because of 
practical difficulties, the explicit expressions of the physics 
states or the analytical wavefunctions of the interacting bo­
son model have not been calculated. In order to calculate the 
analytical wavefunctions, we used a projection method. We 
start to introduce the method just by using it. 

For the ground state band, the intrinsic state is 

X(2n,0)K = 0) = ~ (lIn!) ao+nIO). 

Expanding ao+ n, we obtain 

Because the s bosons do not contribute to angular mo­
mentum, we need only to calculate the projections of the d 
boson part 

( .J+ d 0+ r = :f W(n,L,M = 0), (25) 

where W( n,L,M = 0) is the projection onto the angular mo­
mentum L. The summation runs from L = 0 to its maxi­
mum, L = 2n. It is easy to show that there is no projection 
onto odd number angular momentum. 

The angular momentum raising and lowering operators 
in the interacting boson model are defined as follows: 

L+ = 2d 2+dl + 2d ~ Id-2 +.j6d 1+ do + .j6do+d_ l, 
(26) 

L _ = 2d t d2 + 2d ~ 2 d _ 1 + .j6 d 0+ d 1 + .j6 d ~ 1 do· 

We notice here that 

L+ = +..j2L±I' 

We see that 

= 2: ~L(L + 1) W(n,L,M= 1). 
L 

W(n,2n - 2k,2n - 2k) 

(26') 

(27) 

We define the successive commutators of the L+, with 
an operator A, as 

b. times 
~ 

[L <tlA ] == [L+ [L+'" [ L+A ]"']]. (28) 

The successive commutators of L + with both sides of 
Eq. (25) are 

=2: 
L 

(L+a)! W(nLM=a). 
(L - a)! " 

(29) 

When a = 2n, only one term W( n,2n,2n) is nonzero in 
the summation on the right-hand side (rhs) of (29); other 
terms such as W(n,2n - 2,2n), etc., vanish because the third 
component of L exceeds the L value (M> L), 

[L<;nl(Mdo+)n] =~(4n)! W(n,2n,2n). (30) 

Therefore, after calculating the successive commutators 
on the left-hand side (lhs) of (30), one obtains maximum 
angular momentum projection: 

W(n,2n,2n) =~l/(4n)! (2n)!rd 2+n. 

When a = 2n - 2, Eq. (29) becomes 

[L (In-2)(M d 0+ )n] 

=~(4n-2)!/2 W(n,2n,2n-2) 

(31) 

+~(4n-4)! W(n,2n-2,2n-2). (32) 

For the same reason, only two terms are nonzero; there­
fore after calculating the successive commutators of the lhs 
of (32) and W(n,2n,2n - 2) on the lhs of (32) by using the 
lowering operators L _ twice, 

W(n,2n,2n - 2) = (l/2~2n(2n - 1») 

X [L_[L_W(n,2n,2n)]], (33) 

one obtains the next maximum projection, 

W(n,2n - 2,2n - 2) 

(2n)!(n-l)2n D+d+(n-2) 
2 2 • 

(2n - 1)(4n - 1)~6(4n - 4)! 

(34) 

Generally, the projections of the d boson part onto the 
angular momentum L = 2n - 2k are obtained to be 

= 2: . (-I)k2n+2k-5i-5j(2n-k)!(n-k)!n!(2n+2i+2j-2k)!(4n-4k+ 1)!..j2i 

i.j .j6 (k 2. 2})I1jl(k - 2i - 3j)!(2n - 2k)!(n - k + i + j)!(n - 2k + 2i + 3j)!(4n - 2k + 1)!~(4n - 4k)! 

xP I iT I jD 2+ (k- 2i- 3jld / (n- 2k+ 2i+ 3j), 

where the PI, T I, D / , and T / are the building blocks of 
the analytical wavefunction bases,6 their explicit expressions 
are 
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(35) 

a:(d+d+)g, 

TI = l/3(6d 2+d o+d ~2 - (312).j6d ~id2+ 

+ 3d 1+ d 0+ d ~ 1 - d 0+ 3 - (3/2).j6 d t 2d ~ 2) 

(36) 
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D 2+ =d 2+d o+ -~(3/8)dt2 

a:(d+d+)~, 

x ( - ~1/3s+)n'W(n - ns, 

2n - 2k,2n - 2k)10). (37) 

T 3+ = 2d 2+ 2d ~ \ Jf,d / d \+ d 0+ + d t 3 

a:(d+d+d+)~. 

For practical use, we have listed the analytical wave­
functions for n = 1 through n = 6, in Table II. 

The physical wavefunctions for the ground state band 
are 

1/J( (2n,0)k = 0,2n - 2k,2n - 2k) 

IV. THE ANALYTICAL WAVEFUNCTIONS OF BETA AND 
GAMMA BANDS 

1 n! 
= c(2nO)o2n - 2k)-L----

Iii! n, (n - ns)!ns! 

Using the same method described in the previous sec­
tion, we calculated the analytical wavefunctions of the gam­
ma band for L = 2n - 2, 2n - 3. They are 

1/J(2n - 4,2)k = 2,L = 2n - 3,M = 2n - 3) = ~ 1 d / (n-3)T 3+ 10). 
2(n - 1)(2n - l)(n - 3)! 

TABLE II. The analytical wavefunctions of the ground state band for n = 1 to n = 6. 

L=O 
L=2 

L=O 
L=2 
L=4 

L=O 
L=2 
L=4 
L=6 

L=O 
L=2 
L=4 
L=6 
L=8 

L=O 
L=2 

L=4 

L=6 
L=8 
L= 10 

L=O 

L=2 

L=4 

L=6 

L=8 
L= 10 
L= 12 

1940 

(1/6),jTIjs+2 + (2I3)M 
- (1I3).j7s+d/ + (2I3)~(2I3)D2+) 
~(1/2)d/2 

n=l 

n=2 

n=3 

-((1/18)v'!4s+3+ (2I15).j7s+P: + (4/15)~(1I7)Tn 
~(7/30)S+2d/ + (4/~105)s+D/ + (2I~105)P:d/ 
- (~(11130)s+d /2 + (4/~165)d 2+ D,+) 
~(1/6)d/3 

n=4 

(1/12)~(2/3)s+4+ (2/5)~(1/3)s+2Pd+ + (8/35)~(1/3)s+T: + (4/35)~(2/3)P:2 
- (1I90)~s+3d2+ - (2I105)v'IQ5s+2D/ + (1/105)~s+P :d/ + (4/1155)~P d+ D/ + (4/1155)v'i65 T:d/) 
~( 143/1260)s+2d /2 + ~(416/3465)s+ D/ d / + ~(10/100l)P: d 2+ 2 + ~(64/45 045)D/ 2 

_ (~(5/42)s+d /3 + ~(4/105)D/ d /2) 
~(1/24)d /4 

n=5 

- ((1/540)v'ff(jS+5 + (2/135).j55s+3p d+ + (4/315).j55s+2T d+ + (4/315)JfTIjs+ P: 2 + (8/3465)v'ff(jP: T d+) 
(1I540)~1430s+4d / (4/954)J7[5S+3D 2+ + (2/315)J7[5s+2P: d / + (8/3465)~1430s+ P: D/ 
+ (8/3465)~1430s+ T d+ d / + (4/3003)~1430P d+ 2d 2+ + (16/45 045)~1430T: D/ 
- ((1/378)vIJOO3s+ 3d / 2 + (2/693)~6006s+2D/ d 2+ + ~(50/3003)s+ P: d /2 + (8/3)~(1/3003)s+ D/ 2 

+ (8/3)~(1I3003)P d+ D/d/ + (2/3)~(2I3003) T:d/ 2) 
(1/126)(v'595s+ 2d 2+ 3 + (4/315)~(595/2)s+ D/ d /2 + (8/5355)$95D 2+ 2d / + (1/765),jf90 P: d 2+ 3 

- (1I36)~+d /4 + (4/171).jf9 D 2+ d /3) 
~(1I120)d / S 

n=6 

(1I162160)(I00I~s+6+~s+4p: +68~+3T: +20592~s+2p:2+7488~s+P:T: 

+ 432oJi3QP: 3 + 1152~T:2) 
(-1I54054)(1001Ji3Qs+5d/ + 28~s+4D/ + 572~s+3p :d/ + 312oJi3Qs+2P: D/ 
+ 312~s+2Td+d/ + 3600Jf30s+P :2d/ + 96OVDOs+T: D/ + 9~P d+2D/ + 48oJi3QP : T :d/) 
(11262 548M (2431v'442s+ 4d 2+ 2 + 7072..jffis+3D/ d / + 612o..jffis+2P d+ d /2 + 1632v'442s+2D 2+

2 

+ 6528v'442s+ P : D / d / + 1632..jffis+ T: d /2 + l008f<j42P: 2d /2 + 384..jffiP: D / 2 + 384/<i42T: D 2+ d / 2) 

( - 1187 21Ov'ffi(1615~1615s+3d 2+
3 + 1938~3230s+2D/ d /2 + 798~3230s+ P d+ d /3 + 912~1615s+ D/ 2d / 

504v1t615P: D / d / 2 + 32~3230D 2+ 3 + 843230T: d 2+ 3) 

(~1436/396)s+2d /4 + (8/1881)~( 1463/2)s+ D/ d 2+ 3 + ,j"('1I"'2"'92"6'"'")P: d /4 + (8/9)~1I1463)D / 2d 2+ 2 

- ( 1I330)~(1265/2)s+d 2+ S + ( 1I759)~1265 D/ d /4) 
~(1I720)d / 6 
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TABLE III. The analytical wavefunction of the beta band for n = 3. 

~(l/2)( l/3)~(2I3)s+3 - (l/5)~(l/3)s+ P / 

+ (l/5)~(l/3) Tn 
~(7/65)( - ,fis+2d,+ + (217)s+ D,+ + (617)P / d,+) 

~(2/l5)(s+d,+2 - ,fiD,+d,+) 

We can calculate the analytical wavefunctions for the 
beta band also. For example, we have listed the analytical 
wavefunctions of the beta and gamma bands for n = 3 in 
Tables III and IV. 

V. CONCLUSIONS AND DISCUSSIONS 

From Tables III and IV, we can see that this projection 
method is a kind of "stripping" process. For example, oper­
ating the angular momentum raising operator Lmax times on 
both sides of (23), one "strips" all other angular momentum 
components except the Lmax component, and one obtains the 
Lmax projection. Operating the angular raising operator 
Lmax - 1 times on both sides of (23), one "strips" all other 
angular momentum components except Lmax and Lmax - 1, 
and obtains a combination of Lmax and Lmax - 1 projections; 
after subtracting the Lmax projection, one obtains the 
Lmax - 1 projection. One necessary condition that must be 
present for this method to work is that Lmax should be finite 
in the summation on the rhs of (23). Therefore, this method 
can be applied to both IBM4 13 and the unitary fermion dy­
namical symmetry model, 14 in which there exists an angular 
momentum truncation. 

From the wavefunction obtained here, one can see that 
in the SU (3) limit, the wavefunctions are relatively compli­
cated in comparison with the U(5) and 0(6) limit wave­
functions. The building block T / arises even in the ground 
state band. As was already discussed in Ref. 5, T / appears 
generally in a higher energy band in the U(5) and 0(6) 
limit. This constructs a particular feature of the SU (3) limit 
wavefunction. In the U (5) limit, the number of d bosons nd' 
and the d boson senority number 'T, are all good quantum 
numbers. In theO(6) limit, nd is no longer a good quantum 
number; states with different d pair number are mixed up, 
but the d boson senority number 'T is still a good quantum 
number. In the SU(3) limit, both nd and 'T are not good 
quantum numbers. States with different d boson senority 
numbers are mixed up in the SU (3) limit. In this respect, the 
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TABLE IV. The analytical wavefunction of the gamma band for n = 3. 

L=2 

L=3 

~(42/55)( - (l/3)S+2d 2+ - (ll/21),J2s+D
2
+ 

+ (2I21),fi P / d n 
(l/2)~(l/5) T / 

SU (3) limit wavefunctions are more collective. Of course, 
the analytical wavefunctions can be used to calculate the 
matrix element of transition operators in IBM. This idea is 
currently being pursued. It is interesting to reveal what this 
SU (3) limit wavefunction implies in the microscopy of the 
interacting boson model. 

In summary, we have given both the intrinsic states and 
the analytical wavefunctions in the SU (3) limit of the inter­
acting boson model. The explicit expressions for the analyti­
cal wavefunctions of the ground state band are given com­
pletely. Some analytical wavefunctions for beta and gamma 
bands are also given. These wavefunctions are convenient in 
practical calculations. They are quite important in the un­
derstanding of the SU (3) limit properties of the interacting 
boson model. 
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Nonsymmetric vortices for the Ginzberg-Landau equations on the 
bounded domain 

Y. Y. Chen 
Department of Mathematics, California State University, San Bernardino, California 92407-2397 

(Received 1 March 1988; accepted for publication 15 March 1989) 

It is shown by means of the Cronstrom gauge condition [Phys. Lett. B 90,267 (1980)] and 
the constrained variational principle that there exist nonsymmetric solutions to the steady-state 
Ginzburg-Landau equations with arbitrary parameter A, > 0 in bounded domain n contained 
in two-dimensional Euclidean space. 

I. INTRODUCTION 

The Ginzburg-Landau equations were formulated in 
1950 by Ginzburg and Landau I to describe the phenomenon 
of superconductivity. In the two-dimensional case, the Ginz­
burg-Landau equations to the equilibrium states involve a 
complex valued function cP and a two-component real valued 
vector A = (A 1,A2) and can be written2 

± (ak-iAk)2cp=~(lcpI2-1)cp, (1.1) 
k~ I 2 

ak (akAj - ajAd = 1m [cp(aj + iA)q5], 

k,j = 1,2, k i'j, (1.2) 

where ak denotes a1aXk, i=FT, CP=CPI(X I,X2) 
+ icp2(X"X2 ) and A = (A I (X I,X2), A2(X I ,X2 ») are defined on 
the domain n contained in HZ where n is a convex bounded 
open set with the origin and where the boundary an of n is 
of class C 2, and A, is a positive numerical parameter charac­
terizing the superconducting physical material involved. 

The associated Ginzburg-Landau functional is2 

lA. (cp,A) = ~ L { (a,A2 - azA,)2 + (a,cp, + A,CP2)2 

+ (a1({J2 - A 1({Jl)2 + (a2({J, + A2({J2) 2 

+ (a2({J2 -A2({Jl)2 

+ ~ (1 - I({J 12) }dX1 dx2· 

Using the terminology from differential forms, the func­
tional can be rewritten as 

lA. «({J,A) = ~ L{ldA 12 + IDA({J 12 

+ ~ (1-I({J 12)2}dX, dx2, 

where 

A =A I{x l,x2)dx l + A Z (x l,x2 )dxz 

is a real valued one-form on n, d is the exterior differenti­
ation map, 

dA = (a,A z - a2A I )dx l dxz, 

and 

DACP= (d-iA)({J= (a,-iA,)cpdx, 

+ (az - iA 2 )cp dX2 

denotes the covariant derivative of cP with respect to A. 
It can be easily demonstrated that the functional lA will 

be invariant under the gauge transformation 

(1.3) 

and the two quantities Icp 12 and *dA = a lA2 - azA I are also 
gauge invariants. These gauge invariants are critical for 
studying the existence of solutions of the Ginzburg-Landau 
equations by variational principles. 

In this paper we will study the existence of infinitely 
many distinct solutions (cp,A) of ( 1.1 ) and (1.2) which are 
characterized by having a nonzero total flux2 

21TN= ( dA= (aIA2-azAI)dxldxz, (1.4) In In 
where N is an arbitrary nonzero constant, and cP satisfies the 
boundary condition 

I({J IZ = I a.e. on an. (1.5) 

«({J,A) satisfies the following natural boundary conditions on 
an: 

alA 2 - a2A 1= const 

and 

( 1.6) 

(A I - cp,a lCP2 + CP2aICPI' A2 - ({Jla2CP2 + CP2a2CPI)'n = 0 
( 1.7) 

where n is the normal vector to an. Then we will show that 
these solutions are not radially symmetric provided the do­
main n is not a disk in the plane. 

Cronstrom3 in 1979 proved that if the vector 
A = (A 1.A2 ) is continuously differentiable up to the second 
order, then there is a gauge transformation with form ( 1.3) 
such that the new vector A = (A 1.A2 ) satisfies the Cron­
strom gauge condition xIA) + x,A2 = O. We will use Cron­
strom's gauge condition and the constrained variational 
principle to prove the existence and smoothness of the vortex 
solutions. 

In a previous research paper4 written with Berger, we 
studied the radially symmetric vortices of the form 
cP = R(r)eiIlO

, A = S(r)dO, for the Ginzburg-Landau equa­
tions on H2 with arbitrary positive A. We found that for fixed 
A> 0 these equations possess a countably infinite number of 
distinct solutions characterized by their vortex number N, 
the integer defined by 

N=_I_ ( dA, 
21T In 
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and we also studied the behavior of the symmetric vortices as 
A-->oo. 

In related papers for the special self-dual case (with 
fixed A = 1), Taubes5 found all smooth finite energy vortices 
of the Ginzburg-Landau equations on R2 without regard to 
symmetric considerations. However when A =1= 1, the self-du­
ality used by Taubes breaks down6 and new approaches are 
needed. The self-dual solutions prompt us to consider what 
results in case A = 1 can be carried over to the case A =1= 1. 

In a recent paper, Bodylev7 proved that there exist at 
least two gauge inequivalent solutions of the Ginzburg-Lan­
dau equations in a bounded domain in R3. 

The present paper is organized as follows. In Sec. II we 
define the function spaces for rp and A and investigate the 
properties of the spaces. In Sec. III we prove that the infi­
mum of the functional I;. over the function space is attained. 
In Sec. III we prove that the minimizing solution (rp,A) is a 
generalized solution. In Sec. IV we prove that the (rp,A) is a 
smooth solution of the Ginzburg-Landau equations satisfy­
ing (1.1), (1.2), (1.4)-(1.7). 

II. FUNCTION SPACES 

We construct the function spaces of rp and A where 
I;. (rp,A) attains its infimum. Following Cronstr6m we fix 
the gauge by assuming that A satisfies the Cronstr6m gauge 
condition 

(2.1) 

Ifwe denote A as a one-form in Cartesian coordinates as well 
as in polar coordinates, respectively, i.e., 

A = A I (x l ,x2)dx l + A2(X I ,x2)dx2 

= S(r,O)dO + T(r,O)dr, 

then A I' A2 , S, and T have the following relations: 

S= -x2A I +x IA2, T= (l/r)(x,A , +X~2)' (2.2) 

Therefore, condition (2.1) simply means T=.O and 
A = S(r,O)dO. It follows that 

A,= -x2S/r, A2=x,S/r, 

Ai+A~=S2/r, 

*dA = a lA2 - a~ I = (l/r)J,S. 

(2.3) 

(2.4) 

We note that if A satisfies both the Cronstr6m gauge 
condition (2.1 ) and the Coulomb gauge condition 
div A = 0, then A = S(r)dO, which has been studied in Ref. 
4. 

We now discuss necessary conditions on (rp,A) such 
that I;. (rp,A) is finite. From the definition of I;. we have 
automatically that *dAEL2(fl) and 1 - Irp 12EL2(fl) which 
implies rpl,rp2EL2(fl). In the proof of Lemma 2.1 we will see 
that 

*dA = (l/r)a,SEL2(fl) 

implies 

(l/r)[S(r,O) - S(O,O) ]EL2 (fl). 

According to (2.3), the continuity of A I and A2 at the origin 
forces S(O,O) = O. Therefore we may assume 
(l/r)S(r,O)EL2(fl) which is equivalent to A I and 
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A2EL2 (fl) [cf. (2.4)]. Furthermore, in Lemma 3.2 we will 
claim that we may assume Irp I..; 1 a.e. on fl. This property 
with A 1,A2EL2(fl) will give a lrpj EL2(fl) for i,j = 1,2 and 
a j Irp 1

2EL2(fl) for i = 1,2. 
In the following we define the function spaces for rp and 

A. 
The function space ~ A of A is defined by 

~A = {A = (A,,A2),Aj: fl--+REL2(fl), i = 1,2, 

a,A2 - a~lEL2(fl), where the derivatives 

are in the distributional sense, and 

x1A, +x~2=Oinfl), 

with the inner product 

VA,BE~A' 

which induces the norm 

IIA II:tA = lIa,A2 - a~dIL,(m = IIdA IIL,(fl)' 

We will verify later that ( , hA is an inner product and ~A is 
a Hilbert space. 

From (2.3) and (2.4), it is easy to see that ~ A is equiva­
lent to the space 

~s = {A = S dO,S: fl-->R,( l/r)SEL2 (fl) and 

(l/r)a,SEL2(fl), where a, 
is the derivative in 

the distributional sense} 

with the inner product 

(SI,S2hs = L ~ (a,S, )(a,S2)' 

VSI,S2E~S' 

which induces the norm 

where A I,A2, andSsatisfy the relations in (2.3). [Byequiva­
lent we mean that ~A and ~s are isomorphic, i.e., there is a 
one-to-one linear mapping L of ~s onto ~A with 
(LS I ,LS2 h

A 
= (SI,S2hs forallS"S2E~s. For example, the 

mapping from ~ s to ~ A defined by (2.3) satisfies these re­
quirements] . 

We will now establish some critical properties of~s and 
~A' 

Lemma 2.1: 
(i) ( , hs is an inner product; 
(ii) II (l/r)S 1!L,(!l)";C II (l/r)a,S IIL,(!l)' 

for all SE~s, 

where c is a constant dependent only on fl; 
(iii) ~s is a Hilbert space. 

(2.5) 

Proof: (i) We only need to check that S = 0 a.e., on fl 
whenever (S,Shs = O. Indeed, (S,Shs = 0 implies that 

(l/r)a,S(r,O) = 0 a.e., 
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so that for almost all fixed B, 

arS(r,B) = ° a.e., 

thus 

S(r,B) = k( B) a.e. for almost all B, 

where k( B) is a function dependent only on B. If k( B) is not 
equal to zero almost everywhere, then, because the origin is 
an interior point of 0, there is a small E> ° such that 

00> r J.. S 2r drdB Jo ,.z 

i2~ iE 1 > kZ(B)dB -dr= 00, 
o 0 r 

a contradiction. We have shown that S(r,B) = ° a.e. on o. 
(ii) From (llr)SeL 2 (0) and (llr)arSeL2 (0), we 

have that for almost all fixed B, (l1{r)S(',B)eL2(O,r(B») 
and 

(1!{r) arS( ·,B)eLz(O,r(B»). 

Therefore 

arS(' ,B)eL I [O,r( B)] 

which implies that S(· ,B) is absolutely continuous on 
[O,r( B)] and 

S(r,B) = S(O,B) + l' arS( r,B) dr. 

However 

(1!{r)S(' ,O)ELz(O,r(O»), 

thus S(O,O) = 0 and 

S(r,O) = f aTS( r,O) dr, 

for almost all B. It follows that, 

II+SIILo) 

= l (+S(r,O)Y = l [+ l' ars(r,O)drr 

<l ~ [1' rdrH1'(O) (aT:)Z dr] 

<CCO)IISllt· 

(iii) Let {S,,} be a Cauchy sequence in l:s. By the defin­
ition of l:s, {(1!r)a,s,,} is a Cauchy sequence in L 2 (0). 
Thus there is a function g defined on 0, such that (1! 
r)gEL2(0) and (llr)a,S" -+ (llr)ginL2(0). On the other 
hand, by (ii), {(1!r)S,,} is a Cauchy sequence in L 2(0). 
Therefore, there is/EL2 (O) to which (1!r)S" converges in 
L 2 (n). We defineS = if. For any f/,EcO'cn), 

f Sa,(t/Jr)drdO = f J..sa,(t/Jr)rdrdB Jo Jo r 

= lim r J..s"a,(t/Jr)rdrdB 
n-ooJor 

= - lim f a,S"Ct/Jr)drdB 
n-oo Jo 
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= -l gt/JrdrdO, 

this shows a,s = gin the distributional sense. We have prov­
en that there exists a functionSEl:s to whichSn converges in 
~. . 

Because of the isomorphism ofl:A and l:s, we obtain the 
analogous properties for l:A immediately. 

Proposition 2.2: 
(i) ( , hA is an inner product; 
(ii) IIAdILn) + IIA2 I1Lo) <elidA IILo) 

for all AEl:A , 

where c is a constant which only depends on 0; 
(iii) l: A is a Hilbert space. 

(2.6) 

For function cP, according to the boundary condition 
Icp Ian = 1 and the necessary conditions for finiteness of 
fA (cp,A) discussed before, we define 

l:", = {cp = CPI + icp2'cp;: 0--REWI.2 (0.), i = 1,2, 

and 1 - Icp 12EWl,2 (O)}, 

where W 1.2 (0) is the Sobolev space which may be defined as 
the completion of Coo (0) (the space of infinitely differen­
tiable functions) in the norm 

IIwll W,,(ll) = [l (lwl 2 + IVwI2) r2, 
and where WI.2 (0) is the Sobolev space that may be defined 
as the completion of C 0' (0) (the space of infinitely differen­
tiable functions with compact support in 0) in the norm 

Ilwll W,,(!!) = [llvwIZ] 112. 

In the following lemma we investigate the topological 
property ofthe function space l:",. 

Lemma 2.3: Suppose that {cp k} is a sequence in l:", such 
that {cp J}, j = 1,2, are bound~d sets in WI.2 (0) and 
{I - Icpk 12} is a bounded set in WI.2 (0). Then {cpk} has a 
subsequence that we again label {q/ } such that 

CPJ-+CPj in Lp(O), l<p< 00, 

VCPJ--VCPj weakly in Lp(O), j= 1,2, 
k no cP j -- CPj a.e. on H, 

1 - Icp k 12 __ 1 - Icp 12 weakly in WI.2 (0), 
• 2 0 

where cP = CPI + (CP2' CPj EWI,2 (0), and 1 - Icp I EW1•2 (0), 
i.e., qJEl:",. 

Proof' Since {cp J}, j = 1,2, are bounded in the Hilbert 
space WI.2 (0), by the theory of the Sobo1ev spaceK we may 
assume that 

cP J--CPj weakly in WI.2 (0), 

cp/-cpj inLp(O), l<p< 00, 

k no cP j -+ CPj a.e. on H. 

On the other hand, since {I - Icpk IZ} is a bounded set in 
WI 2 (0), we may assume that 
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1 - IlP k 12-+/ weakly in W1.2 (.0.), 

where/EWI,2 (.0.), and 

l-llPkI2-+/inLp(n),I<p<00. 

Since lP J-+lPj in L 2(n) implies 1 - IlPk 12-+ 1 - IlP 12 in 
L 2(n), by the uniqueness of the limit in L2(n), we have 
/= l-llPI2. • 

We notice that if lP = 1 and A =0, then fA (lP,A) = 0. 
Since fA (lP,A);;;.O for all (lP,A), then (1,0) is a trivial solu­
tion minimizing fA (lP,A). In order to avoid the trivial solu­
tion we utilize the total flux 211'N = f n dA to characterize 
solutions. The solution space of (lP,A) is defined by 

l:N = {(lP,A),q?El:<p,AEl:A , andA 

satisfies the constraint (1/211') In dA = N}, 

(2.7) 

where N is an arbitrary nonzero constant. 
Remark: We construct a pair (lP,A ) such that 

(lP,A)El:N and fA (lP,A) < 00. Since the domain .0. contains 
the origin, we can choose 0< r l < r2 such that the set 
{xER2, Ixi < r2 } is contained in .0.. Let R (Ixl) be a COO 
function on R2 such that R(lxl) =0 for Ixi <rl and 
R( Ixl) = 1 for Ixl > r2, and letS( Ixl) = NR( Ixl). Then, the 
pair (lP,A) defined by 

lP = R(lxl )ejeln, A = S dO In 
is an element in l: N and renders fA (lP,A) finite. 

III. THE EXISTENCE OF THE MINIMIZING SOLUTIONS 

The main result in this section is the following theorem. 
Theorem 3.1: The infimum of fA (lP,A) over l:N [de­

fined by (2.7)] is attained. Moreover, the infimum is posi­
tive. 

First, we will give some properties of the functional. The 
following lemma plays an important role in solving the mini­
mizing problem. 

Lemma 3.2: For every q?El:<p' we can define a modified 
function (iJ of lP, such that 1(iJ 1<1 on .0., (jJEl:<p and 
fA (ip,A) <fA (lP,A), where A is an arbitrary element in l:A' 

Proof For a given q?El:'I" we define 

_ {lP' if IlP 1<1, 
lP = lP IllP I, if IlP I> 1. 

Since 

1(iJ 12 = min{I,llP 12} = HI + IlP 12 -11 - IlP 121}, 

we have 

1 -1(iJ 12 = HI-llP 12 + 11-llP 1211. 
Since 1 -llP 12EWI'~ (.0.) implies 11 -llP 121EWt,2 (.0.), 
therefore, 1 - 1(iJ 12EWI,2 (.0.). To prove (iJ1,(iJ2EWI,2 (.0.) we 
consider (iJj as a product lPt"', where", is the composition 
/ ollP I, and/is the piecewise smooth function from [0,(0) to 
R defined by 

ji {
I, xE[O,I], 

(x) = . 
lIx, xE(1,oo) 

Since lPl'lP2E W1.2 (.0.), by the same method used in the proof 
of Lemma 7,6 of Ref. 9 we obtain 
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a.1 I = {(lPtajlP l + lPAlP2)/llP I, IlP I > 0, 
J lP 0, IlP I = 0, 

hence lajllP 11<lajlPtl + I aj lP2 I and IlP IEW1,2 (.0.), Thus the 
chain rule9 implies 

aj ",= aj(/ollP I) =j'(llP l)ajllP I 

{
O, 

= - aj IlP IIllP 12, 

so that aj 1/JEL2(n). Clearly, lP;'" = (iJ;EL2(n), and 

lP;aj ", + ~jlP; 

{
ajlP;, IlP 1<1, 

= -lPAllP I/llP 12 + ajlPJllP I, IlP I > 1, 

EL2 (n) 

therefore, applying the product rule9 we have 

aj(iJ; =aj(lP;"') 

= lPA'" + ",aj lP;EL2(n). 

We have proven (iJ jEW1.2 (.0.), i = 1,2. 
To prove fA «(iJ,A) <fA (lP,A), it is sufficient to show that 

1 
Id(iJ - iA(iJ 12<1 IdlP - iAlP 12 

1'1'1>1 1'1'1>1 

because the other terms are obvious. Indeed, we can rewrite 

1 IdlP - iAlP 12 
1'1' I > 1 

as 

1 
-411 121VIlP 1212 

1'1' I > 1 lP 

+ IlP 12{ C: 12 (lPla llP2 -lP2a llPl) - Air 
+ [ I: 12 (lPla2lP2 -lP2a2lPl) - A2]1 

Since on the set {xEn,llP(x) I> 1}, VI(iJ 1
2=0 and 

(1I1(iJ 12) «(iJ1a;(iJz - (iJza;(iJI) 

= (lIllP IZ)(lPla;lPz -lPza;lPl)' i = 1,2, 

thus we obtain the inequality. • 
Remark: A consequence of Lemma 3.2 should be noted: 

if (lP,A) is an infimum of fA (lP,A) over l:N' then IlP 1<1 a.e. 
on .0.. 

The representation of I dlP - iAlP 12 used above is crucial 
for the results in this paper. 

Next, we give a result concerning weak compactness. 
Lemma 3.3: Suppose that (lPk ,Ak ) is a minimizing se­

quence off A (lP,A) over l: Nand IlP k 1<1 on .0. for all k. Then, 
there exists both a subsequence still denoted by (lP k,A k) and 
(lP,A)El: N , such that 

(I) A k-+A weakly in l:A' 

A J-+Aj weakly in L 2 (n), j = 1,2; 

(II) lPJ-+lPj inLp(n), l<p< 00, 

VlPJ-+VlPj weaklyinL2 (n), j= 1,2, 
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rp r-rpj a.e. on 0., 

1 - Irp k 12_ 1 - Irp 12 weakly in WI •2 (0.); 

(III) A trp ;-A;rpj weakly in L 2(0), iJ = 1,2. 

Proof of (I): Without loss of generality, we may assume 
that I). (rp k,A k) <M for all k, where Mis a positive number. 
Since 

IIA kilL = IIdA k IILn) <2M for all k, 

then {A k} is bounded in the Hilbert space l: A' Since a 
bounded set in a Hilbert space has a weakly convergent sub­
sequence, there exists both a subsequence still denoted by 
{Ak}, and AEl:A , such that Ak -A weakly in l:A' 

Since 

IIAdlLm + IIA211Lm <CIIA lit <2CM 
[see Proposition (2.2) ], the linear operators Lj , from l: A to 
L2(0), defined by Lj (A) = Aj,j = 1,2, are continuous. Be­
cause a linear continuous map carries a weakly convergent 
sequence to a weakly convergent sequence, we obtain 

A ;-Aj weakly in L 2(0), j = 1,2. 
Proof of (II): Using the properties of the functional, we 

obtain that {rp ;}, j = 1,2" are bounded in W),2 (0.), and 
{l- Irpk 12} is bounded in W),2 (0.). Thus by Lemma 2.3 we 
obtain (II). 

Proofof(IIl}: Because 

IIA 7rp;IILm <IIA 711Lm <CIIA kIlL<2CM, 

we have that {A 7rP ;} is bounded in L2 (0). Thus there exists 
both a subsequence still denoted by {A trp ;}, and gEL2(0), 

such that 

A trp ;-g weakly in L 2(0). 

Therefore, 

A trp ;-g weakly in L, (0). 

On the other hand, for any SEL"" (0), we can show that 

LA trp ts = L A ~rpjS + LA 7(rp; - rpj)S 

- L A;rpjS, as k- 00, 

i.e., 

A7rp;-A;rpj weaklyinL)(O). 

Therefore, by the uniqueness of weakly convergent limits, 
we have g = A;rpj. Indeed, the two facts rpjsEL2(n) and 
A 7-A; weakly in L 2(0) imply that 

LA 7rpjS - L A;rpjS· 

Moreover, because {A~} is bounded in L 2 (0) and {rp;} 
converges to rpj strongly in Lp (0.), 1 <p < 00, we have 

ILA 7(rp; - rpj)sl 

<IIA ~IIL,(m IIsIIL~(m IIrp; - rpjIlL,CO) 

-Oask-oo. 

The proof of (III) is complete. 
We conclude the proof by showing that 
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_1_ { dA = _1_ { (a
1
A2 - azA,) = N, 

211' In 211' In 
so that (rp,A )El:N. In fact, since Ak -A weakly in l:,tJ i.e., 
alA ~ - azA ~ -a1A2 - azA I weakly in L2 (0), and since the 
constant functionf= 1 is an element of L2 (0), by the defini­
tion of weak convergence, 

_1_ { (a
1
A2 _ azA,) = lim _1_ { (alA ~ - a2A~) 

211' In k- "" 211' In 

= lim N=N. • k-"" 

We are now in the position to show the main result in 
this section. 

Proof of Theorem 3.1: Suppose that {rp \A k} C l: N is a 
minimizing sequence of I). (rp,A) over l:N' that is, 

lim I). (rp k,A k) = inf I). (rp,A). 
k- "" (q>,A)El: N 

By Lemma 3.2, we may assume that I). (rpk,Ak )<M and 
Irpk 1<1 a.e. on 0. for all k. By Lemma 3.3, we may assume 
that for i,j = 1,2, 

A k_A weakly in l:A' 

rp;-rpj inLp(O),l<p< 00, 

k r\ rp j -rpj a.e. on H, 

Vrp;-Vrpj weakly in L 2(0), 

A trp ;-A;rpj weakly in L 2 (n), 

where (rp,A )El:N. By Ak -A weakly in the Hilbert space l:A' 

IIA IIi.. < lim IIA kilt, 
k_"" 

i.e., 

IIdA IIt(m < lim IIdA k IIt(m' 
k_"" 

Using Fatou's Lemma and the fact (1 _ Irp k 12) 
- (1 - Irp 12) a.e. on 0., we have 

111 - Irp 1
211t(m < lim 111 - Irp k 1211Lm. 

k_ 00 

Now we consider the term 

IIdrp - iArp IILn) 

= L (alrp, +A lrp2)2 + (a lrp2 -A,rp,f 

+ (a2rpl + A2rp2)2 + (a2rp2 - A2rpl )2. 

Since a,rp ~ -alrp" A ~rp; -A Irp2 weakly in L 2(0), we have 

a,rp ~ +A ~rp~ -alrp, + A lrp2 weakly in L 2 (0), 

so that 

{ (a)rp) +A)rp2)2< lim { (a)rp~ +A ~rp~)2. 
In k_ooJn 

Using the same argument on the remaining terms m 
IIdrp k - iA krp kilLen), we finally obtain 

To show I). (rp,A) > 0, we assume/). (rp,A) = Otoobtain 
a contradiction. From I). (rp,A) = 0, we have 
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r (a\A 2 - a0.\)2 = 0, Ju 
so that 

In (a\A 2 - a0.\) = O. 

This contradicts 

r (a 1A2 - a2A I ) = 21TN Ju 
because N is nonzero. 

IV. THE EXISTENCE OF WEAK SOLUTIONS 

In this section we show that a mimimum (lP,A) of the 
Ginzburg-Landau functional over l:N is a weak solution of 
the system (1.1), (1.2). To be more precise, we give the 
definition of a weak solution for our problem. 

Definition 4.1: A weak solution of ( 1.1 ), (1.2) is a pair 
(lP.A) which satisfies (i) lPE~«J and AE~A: (ii) for all 
S I ,S 2,71 I' 712EC 0' (n), the Gateaux derivative of f;. at (lP,A) 
in the direction (S\ + iS2, 71\ dx\ + 712 dx2 ) equals zero, or 
equivalently, 

0= In a\SI(allPl +A 1lP2) +a2SI(a2lPl +A2lP2) 

+ S.[ (A ~ +A ~ )lP. + ~ (llP 12 - l)lP. 

- A .allP2 - A2a2lP2]' (4.1 ) 

1
. fA. (lP + ts,A) - fA. (lP,A) 
Im~~--~---------
t-O t 

0= L a1tz(allPz -AllPI) + aztz(azlPz -AzlPI) 

+ tz[ (A ~ + A ~ )lPz + ~ (llP I
Z 

- 1)lP2 

+ AlallPl + AzazlPl ]. (4.2) 

0= L az71l(a0.l-lPIAz) +17I(A 1IlPl z 

+ lPzallPl -lPlallPz), (4.3) 

0= L -al71z(a~1 - alAz) + 71z(AzllP IZ 

+ lPzazlPl -lPlazlPz)' (4.4) 

Theorem 4.2: A minimizing solution (lP,A) of fA. over 
l: N obtained in Theorem 3.1 is a weak solution. 

Proofi For any SI ,szeC ; (0), let t = tl + isz' Clearly, 
lPi + tSi belongs to W.,2 (0) for all teR and i = 1,2. From 
the representation 

I - IlP + ts 12 = 1 - IlP 12 - 2tlP,S. 

- 2tlPzt2 - t2s~ - t 2sL 

it is easy to see 1 -llP + ts 11eW1.2 (0). Therefore, 
lP + tsel:«J for all teR. By straightforward computation, we 
obtain 

I;. (lP + ts.A) < 00 for all teR, 

and 

= L (allPl + A1lP2)(a1S1 + A1Sz) + (azlPl + AzlP2)(aztl + Aztz) 

+ (allP2 - A 1lPI)(aIS2 - A1S1) + (a2lPz - AzlPl)(azt2 - Aztl) - ~ (l - IlP /Z)(lPltl + lPztz)' 

Since (lP + ts,A )e~ N' therefore 

it follows that 

lim I;. (lP + IS,A) - f;. (lP,A) = o. 
1_0 t 

Because SI and Sz are independent, we obtain (4.1) and (4.2). 
We now use the property of fA. (lP,A) being gauge invariant under the gauge transformation (1.3), to show (4.3) and 

(4.4). For any 171,llzECO' (0.), let 11 = (111,172)' It is easy to check fA. (lP,A + tll) < 00 for all teR; hence we can compute the 
limit 

1· IA.(lP+A+t71)-fA.(lP,A) 1 
1m t = n (a~1 - a1Az)(a2711 - al712) + 711(A 1IlP 12 + lPzallPl -lPla1lP2) 
t_O 

+ 712 (A21lP 12 + lPZa2lPi -lPla2lPZ)' 

Ifwecan showthatIA. (lP,A + t71»IA. (lP,A) forallt, then we 
will obtain ( 4.3) and ( 4.4 ) by the independence of 71 1 and 112' 
Indeed, since 111' llzeC ; (n), according to the !..esult given 
by Cronstrom,3 there is a smooth function 'I' on 0., such that 
the new vector function 1/ = (1/1,1/2) 
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I 
= (171 + a 1'1',712 + a2'1') satisfies the gauge condition (2.1), 

that is, 

x,1/, + x217z = o. 
Thus tr, satisfies (2.1) for all teR; hence A + tr,e~ A' Let 
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'iii = qJe;'~ , then ipl El:q:> because 'l'EC 0' (n) and lip' 1 = IqJ I. 
Since 

L d(A + tr,) = L (a.A2 - azA.) + t(a.1J2 - az1J.), 

and 1J.,1J2ECO' (0) implies 

r (a.1J2 - a21J.) = 0, Ju 
we have 

L d(A + tr,) = 21TN. 

Thus (ipl,A + tr,)El: N • Therefore 

J,t (ipt,A + tr,» inf J,t (qJ,A) = J,t (qJ,A). 
(q:>,A)el:N 

Since the functional J;. (qJ,A) is gauge invariant, that is 

J;. (qJ,A + t1J) = J;. (qJe;t~,A + t1J + Vt'l') 

= J;. (ip ',A + tr,) 
for all tER, therefore J;. (qJ,A + t1J»f,t (qJ,A). • 

Remark: In general, using the constrained (or isoperi­
metric) variational principle (cf. Ref. 10, p. 123) we will 
obtain extra terms (corresponding to the constraints) in the 
equations satisfied by the weak solutions compared with the 
original equations. However, in the problem considered 
here, we do not have the extra term in virtue of the property 
that for all1Jt,1J2EC 0' (0). 

La.1J2 - a21JI = 0. 

In such a case the constraint is called a "natural constraint" 
by Berger. The variational principle with natural constraints 
has been proven to be very useful in many applications. 10 

Corollary 4.3: If (qJ,A) is a weak solution, then 
a.A2 - azA.EW.,2 (0). 

Proof By the definition of l:A,a.A2-azA.EL2(0). 
From (4.3) and (4.4), 

a. (a.A2 - azA.) 

= AzlqJ IZ + qJ2a2qJ. - qJ.a2qJ2' 

a2(a.A2 - a2A.) 

= - A.lqJ 12 - qJ2a.qJ. + qJ.a.qJz, 

in the distributional sense. Since A;, V qJ; EL2 ( 0) and 1 qJ I.;;; 1 
in 0, therefore a; (a1A 2 - azA.)EL2(0) for i = 1,2. 

v. THE REGULARITY 

In this section we will prove the existence of the non­
symmetric solutions satisfying (1.1), (1.2), (1.4)-( 1.7). 
We will first prove that a weak solution (qJ,A) is gauge equiv­
alent to a smooth solution (ip,A) which satisfies (1.1) and 
( 1.2) in O. By the properties of gauge invariant, (ip,A) satis­
fies (1.5) on a~, and (qJ,A) is also a minimizing solution 
obtained in Sec. III. Therefore, the standard calculations 
show that (ip,A) satisfies the natural boundary conditions 
(1.6) and (1.7). We will then prove that (ip,A) has the same 
total flux 21TN as (qJ,A). Finally we show that (ip,A) is a 
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nonsymmetric solution whenever domain 0 is nonsymme­
tric. 

Theorem 5.1: Suppose that (qJ,A) is a weak solution 
proven to exist in Sec. IV. Then (qJ,A) is gauge equivalent to 
a pair of smooth functions (ip,A) [i.e., ipl' ip2' AI' 
A2EC"" (0)] which satisfies (1.1) and (1.2) in O. 

Theorem 5.1 is based on the following regularity result 
given by Jaffe and Taubes.2 

Theorem 5.2: Let qJ = qJI + iqJ2 and A =AI dX I 

+ A2 dX2 where qJI' qJ2' A I' A2E W t,2 (0). Suppose that 
f;. (qJ,A) < 00 and (qJ,A) satisfies (4.1 )-( 4.4) in Definition 
4.l(ii). Then there is a HOlder continuous gauge transfor­
mation '" such that (q,,A) = (qJeit/l ,A + V",) is smooth in 0 
and (ip,A) satisfies (1.1) and (1.2) in O. 

According to Theorem 5.2, we only need to prove 
aiAjELz(O), for i,j = 1,2, in order to achieve Theorem 5.1. 
The proof will be carried out in a sequence of five lemmas. 
We first use the gauge condition (2.1) to deduce the repre­
sentations of A. and Az. We then use the fact that 
a.A2 - a.A2EWt,2 (0) to obtain the L2 estimates for a;Aj . 

Lemma 5.3: If AEl:A, thenA. andA2 have the following 
representations: 

A. (x.,x2) = i· -tx2(a.A 2 (tx.,tx2 ) 

- azA. (tx.,txz) )dt, 

A 2(x t,X2) = ftXt(atA2(tXt,tx2) 

- azAt (tx l ,tX2) )dt. 

(5.1 ) 

(5.2) 

(Here ai means that we take the partial derivative with re­
spect to the ith component.) 

Remark: Cronstrom3 obtained (5.1) and (5.2) for 
smooth functions. 

Proof Since 0 is a convex open set with the origin, then 
for any (X.,X2)EO and tE[O,I], (tx.,tX2 )EO, hence 
A (tx.,tx2) is well defined on [0,1] XO. Recall that if AEl:A 
then in polar coordinates 

At (r,O) = - (llr)S(r,O)sin O. 

Thus 

d d 
- [tA.(tx.,tx2 )] =- [tA.(tr,O)] 
dt dt 

= -~~S(tr,O)sinO. 
r dt 

(5.3 ) 

Since (l/r)arSEL 2(0), by the usual change of variable for­
mula,3 we have 

d 
-S('1r,O) = ratrs(tr,O) 
dt 

= tr(atA 2(txt,tx2) - azAt(txt,tx2» 
Integrating Eq. (5.3) from ° to 1, we obtain 

A.(x.,x2) = f -tx.(a.A2 -azA.)(tx.,tx2)dt. 

A similar argument will give formula (5.2). • 
Lemma 5.4: Ifg(x.,x2)EW.,2 (0) and 1/JEC 0' (0), then 
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g(tX.,tx2)t{l(X.,X2)EL2( [0,1] Xn). 

Proof: Let d = sup{,J x~ + x~ , (X.,X2)En}. 
According to the Fubini theorem, 

i Ig(tX.,tX2)t{l(X.,X2) 12 
[O.t] xn 

and 

= f dt I Ig(tX.,tx2)t{l(X.,X2) 12 dx. dx1· 

ForO<t<I,letYi =txi , 

~(Yt'Y1) = t{l(Yt/t'Y2/t ) 

0., = {(txl'tx2),(XI>X2)En}, 

then ~cO'(n,), 0., en and 

Since g(Yt'Y2)~(Yt'Y2)EWt,2 (0., ), we have9 

I, I (g~) (Yt,y2) 11 dYt dYz 

<_1_ 10., 1 r IV(g~)(Yt'Y1) 12 dYt dYz, 
W2 In, 

where W2 is the volume of the unit ball in R1 and 10., 1 is the 
area of 0.

" 
Clearly, 10., 1< 11't 2d 2, and 

I, IV(~) 12 dYI dY2 

<s~p{ I t{l12, lat t{l12; la2t{l12}lIglI~,.2(fl) . 

Therefore, 

i Ig(tX.,tX1)t{lCX.,X2W < 00. 
[O,t)Xn 

Lemma 5.5: Ifg(x.,x2 )EW.,2 (0.), then 

aXjg(tx.,tx1)EL2( [0,1] X 0.). 

Proof: According to the Fubini theorem, 

i laXjg(tX.,tX2) 12 
[0 •• ) xl1 

= f dt I laXjg(tX.,tX2) 11 dX t dx2· 

For t #0, letYi = tXj, then 

I laXjg(tx.,tx2W dx. dX1 

= r layjg(y.,Yz) 12 dy. dY1 In, 

Therefore 
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• 

i lax$(tXt,tXl) 12 
[O,t]xn 

<I lax,g(Xt,x2) 12 dXt dX2 < 00. 

Lemma 5.6: Suppose that g(X t,X2 )EWt,2 (0.) and 

G(x t,x2) = f g(tx.,tx2)dt. 

Then G(X t,x2)EL ~OC(n), 

f aXjg(tX.,tX2)dtEL2(n) 

• 

and the distributional derivatives ofG(x.,x2) are 

axp(x.,x2) = fax,g(txt,tX1)dt, i = 1,2. (5.4) 

Proof: For any measurable set n t en, we choose a 
smooth function t{l with compact support in 0. such that 
t{lln, > 1. Then by Lemma 5.4, 

r IG(x.,x2) 12 In, 

= I, If g(tx.,tx1)dt 12 

<I f Ig(tX t,tx1)t{l(X.,x2) 11 dtdx. dX2 < 00. 

We have proven G(x j ,x2 )EL ~OC(n). By Lemma 5.5 

ax,g(tXt,tx2)EL2( [0,1] Xn), 

therefore 

I If aXjg(tX j,tx2)dt r 
< r (laxig(tx j,tx2) 11 dt dX j dX1 < 00, In Jo 

this shows 

faXjg(tXl,tX2)dtEL1(n). 

Now we prove formula (5.4). For any t{lEcO'(n), by 
Lemma 5.4 

g(tXl,tx1)ax,t{l(Xt,X1)EL1( [0,1] X 0.), 

thus the Fubini theorem gives 

I [f g(tx.,tx1)dt ]aXj t{l(X t,X2)dX j dX2 

= f I g(tXj,tX2)aXjt{l(Xj,X2)dXt dX2 dt. 

For O<t<I, let Yi = tXi and ;J(Y.'Y2) = t{l(x j,x2), then 
;J(Yj'Y2)EC 0' (0.,) and 
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= - r ~ (ay,g(y],yz»~(y],yz)dy] dyz In, t 

= - In (ax;g(tx],txz»)tP(x],xz)dx] dxz· 

Hence 

f In g(txl,tx2)ax,tP(XI,x2)dxl dX2 dt 

-f L (ax,8'(txI,tx2»)tP(XI,X2)dxI dX1 dt 

= - L [f ax,8'(tXI,tx2)dt ]tP(XI,x2)dX1 dX2' 

The last equality follows from Lemma 5.5 and the Fubini 
theorem. 

• 
Lemma 5. 7: Suppose that ('P,A) is a weak solution de-

fined by Definition 4.1. Then A],AzeW],2 (0) and 

a;Aj (x],x2) = fax;gj(tx],txz)dt, 

where 

g] = -x2(a]A 2 - a~])(X],X2)' 

g2 = X](a]A2 - a~]) (x],x2 )· 

Proof Since Ae1:A, then A],AzeLz(O) and 

Aj = fgj(tX],txz)dt 

(Lemma 5.3). According to Corollary 4.3, gjeW1,2 (0). 
Therefore, Lemma 5.6 implies ajAjeLz(O) and 

a;Aj (x],x2) = fax;gj (tx],tx2 )dt. • 

Remark: From Lemma 5.7, we obtain that if 
gjeWk•2 (0) then Aj eWk,2 (0), k = 2,3, .... 

Proposition 5.8: Suppose that (tp,A) is the minimizing 
solution of fA over 1: N obtained in Theorem 3.1 and (if,A) is 
the corresponding gauge equivalent smooth solution ob­
tained in Theorem 5.1. Then (if ,A ) has the property that 
(11217')fll dA = N. 

Proof Since (tp,A)el:N , then (l/217')fndA =N. Since 
dA is a gauge invariant, then dA = dA. Therefore, 
(l/217')fndA = N. • 

Theorem 5.9: The solution (~,A) is not a radially sym­
metric solution whenever domain 0 is not a disk. 

Proof: (- is suppressed in the proof). It is sufficient to 
prove 1 - Itp 12> 0 in O. Suppose that at xoeO, 
1 - Itp I (Xo) 12 = O. Since (tp,A ) is a smooth solution of ( 1.1 ) 
and (1.2), it can be shown2 that ('P,A) satisfies 

6.~( 1 - I'P 12) - (A /2) Itp 12( 1 _ Itp 12) 

(5.5) 

Since 1 - Itp 12;"0 in 0 (Lemma 3.2), the maximum princi­
ple2 implies 1 - I'P 12 = 0 in 0] where 0] is an open subset of 
Osuch thatxoeO] and IT] CO. Therefore, 1 - I'P IZ=Oin O. 
Now (5.5) implies IDAtp 12=0 in O. On the other hand, if 
Itp(x) I #0, IDAtp IZ can be rewritten as 
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ID 'P 12 = -1-IVI'P 1212 
A 41tp 12 

+ Itp 12{ [I; 12 (tP]a]tp2 - tpza]tp]) - A] r 
+ [ I; IZ (tp]a2tpz - tp2a2tpj) - A2 Jl 

therefore, 

A. = 'P.a.'P2 - 'P2a.tp., 

A2 = tp.aztpz - 'P2a2'P.· 

Let {Ok} be a sequence of subset of 0 such that aOk are 
smooth and Ok approaches 0 as k approaches infinity. 
Then, the smoothness of tp and A imply 

217'N = r dA = lim r dA = lim r A In k_ 00 In. k_ 00 Jan. 

+ (tp1a2'PZ - tp2a2tp] )dx2· 

On the other hand, since tpl and tp2eC 00 (0) and I tp 12 = 1 on 
0, we obtain (cf. Ref. 2, p. 43) for all k, 

r (tp1a l'P2 - tp2a ]tpl)dx1 Jan. 
+ (tp 1a2tp2 - 'Pzaztp.)dx2 = o. 

This contradiction concludes the proof. • 
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ERRATUM 

Erratum: Cohomology of the structure sheaf of real and complex 
supermanifolds [J. Math. Phys. 29, 1789 (1988)] 

c. Bartocci and U. Bruzzo 
Dipartimento di Matematica, Universita di Genova, Via L. B. Alberti 4, 16132 Genova, Italy 

(Received 21 February 1989; accepted for publication 15 March 1989) 

The Theorem 6.2 of the article quoted in the title must 
be replaced by the following two Propositions. 

We say that an (m,n)-dimensional complex De Witt 
supermanifold M is split if it admits an atlas whose transition 
functions Z = z(z,s), t = t(z,s) [where z = (z\ ... ,z'" ) de­
notes the even coordinates and S = (s I, .. ·,sn ) the odd ones] 
are complex superanalytic GH"" functions of the form 

z=/(z), t a =h(z)'M f3 • 

Let Mo be an m-dimensional complex manifold and Va holo­
morphic vector bundle of rank n on Mo. From these data one 
can easily construct a split complex De Witt supermanifold 
M, with body M o' whose even transition functions (thel's) 
are the Z expansion I of the transition functions of Mo, while 
the odd ones (the h 's) are the Z expansion of the transition 
functions of V. 

Proposition 1: Any split complex De Witt supermanifold 
M can be constructed as above starting from a holomorphic 
vector bundle V over the body Mo of M. • 

We denote by & the sheaf of complex superanalytic 
functions on M. Then one can prove2 the following result, 
which was already given in Ref. 3, in the case of super Rie­
mann surfaces. 

Proposition 2: For allp;;..O, 

HP(M,&) == L!o HP(Mo,AkV) ] ®CCL . • 

The reader is referred to Ref. 2 for details and develop-
ments. 

'See Eq. (3.1) of the paper cited in the title. 
2C. Bartocci and U. Bruzzo, "On complex De Witt supermanifolds and 
their Picard variety," preprint Dipartimento di Matematica. Universiti di 
Genova, 1989. 

3L. Hodgkin, "Problems offieJds on super Riemann surfaces," King's Col­
lege preprint, London, 1988. 
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